
ABSORPTION

1. Introduction

Absorption, or gas absorption, is a unit operation used in the chemical industry
and increasingly in environmental applications to separate gases by washing or
scrubbing a gas mixture with a suitable liquid. One or more of the constituents of
the gas mixture dissolves or is absorbed in the liquid and can thus be removed
from the mixture. In some systems, this gaseous constituent forms a physical
solution with the liquid or the solvent. In other cases, it undergoes a chemical
reaction with one or more components of the liquid.

The purpose of such scrubbing operations may be any of the following: gas
purification (eg, removal of air pollutants from exhaust gases or contaminants
from gases that will be further processed), product recovery, or production of
solutions of gases for various purposes. Several examples of applied absorption
processes are shown in Table 1.

Gas absorption is usually carried out in vertical countercurrent columns as
shown in Figure 1. The solvent is fed at the top of the absorber, whereas the gas
mixture enters from the bottom. The absorbed substance is washed out by the
solvent and leaves the absorber at the bottom as a liquid solution. The solvent
is often recovered in a subsequent stripping or desorption operation. This second

Table 1. Typical Commercial Gas Absorption Processes

Treated gas Absorbed gas, solute Solvent Function

coke oven gas ammonia water by-product
recovery

coke oven gas benzene and toluene straw oil by-product
recovery

reactor gases in manu-
facture of formalde-
hyde from methanol

formaldehyde water productrecovery

drying gases in cellulose
acetate fiber produc-
tion

acetone water solvent recovery

natural and refinery
gases

hydrogen sulfide amine solutions pollutant
removal

flue gases sulfur dioxide water pollutant
removal

carbon dioxide amine solutions by-product
recovery

wet well gas propane and butane kerosene gas separation
wet well gas water triethyleneglycol gas drying
ammonia synthesis gas carbon monoxide ammoniacal

cuprous chloride
solution

contaminant
removal

roast gases sulfur dioxide water production of
calciumsulfite
solution for
pulping
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step is essentially the reverse of absorption and involves countercurrent contact-
ing of the liquid loaded with solute using an inert gas or water vapor. Desorption
is frequently carried out at higher temperatures and/or at lower pressure than
the absorption step. The absorber may be a packed column, plate tower, or simple
spray column, or a bubble column. The packed column is a shell either filled with
randomly packed elements or having a regular solid structure designed to dis-
perse the liquid and bring it and the rising gas into close contact. Dumped-
type packing elements come in a great variety of shapes (Fig. 2a–f) and construc-
tion materials. These elements are intended to create a large internal surface but
a small pressure drop. Structured, or arranged packings may be made of corru-
gated metal or plastic sheets providing a large number of regularly arranged
channels (Fig. 2g), but a variety of other geometries exists. In plate towers, liquid
flows from plate to plate in cascade fashion and gases bubble through the flowing
liquid at each plate through a multitude of dispersers (eg, holes in a sieve tray,
slits in a bubble-cap tray) or through a cascade of liquid as in a shower deck tray
(see DISTILLATION).

The advantages of packed columns include simple and, as long as the tower
diameter is not too large, usually relatively cheaper construction. These columns
are preferred for corrosive gases because packing, but not plates, can be made
from ceramic or plastic materials. Packed columns are also used in vacuum appli-
cations because the pressure drop, especially for regularly structured packings,
is usually less than through plate columns. Tray absorbers are used in applica-
tions where tall columns are required, because tall, random-type packed towers
are more prone to channeling and maldistribution of the liquid and gas streams.
The sensitivity of packed columns to maldistribution is especially high in appli-
cations where the density difference between gas and liquid is small and the

Solvent and solute

Solvent

Inert gas and

solute

Inert gas Solute

SA

Fig. 1. Absorption column arrangement with a gas absorber A and a stripper S to
recover solvent.
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interfacial tension between the liquid and the gas or vapor is lower than about
0.01 N m�1. However, packings tend to have significantly higher capacity than
trays for a given separation duty. This increased capacity makes them useful in
revamping applications. On the other hand, plate towers can be more easily
cleaned. Plates are also preferred in applications having large heat effects
since cooling coils are more easily installed in plate towers and liquid can be

Fig. 2. Packing materials for packed columns. (a–f) Typical packing elements generally
used for random packing; (g) example of structured packing. (g) Courtesy of Sulzer Bros.
S.A. Winterthur, Switzerland.
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withdrawn more easily from plates than from packings for external cooling.
Bubble trays can also be designed for large liquid holdup.

The fundamental physical principles underlying the process of gas absorp-
tion are the solubility of the absorbed gas and the rate of mass transfer. Informa-
tion on both must be available when sizing equipment for a given application.
Additionally, in the very frequent case of the design of countercurrent columns,
it is also necessary to have information on the hydraulic capacity (eg, entrain-
ment, loading, flooding) of the equipment. In addition to the fundamental design
concepts based on solubility and mass transfer, many other practical details have
to be considered during actual plant design and construction which may affect
the performance of the absorber significantly. These details have been described
in reviews (1) and in some of the more comprehensive treatments of gas absorp-
tion and absorbers (2–5) (see also DISTILLATION; HEAT EXCHANGE TECHNOLOGY).

2. Gas Solubility

At equilibrium, a component of a gas in contact with a liquid has identical fuga-
cities in both the gas and liquid phase. For ideal solutions Raoult’s law applies:

yA ¼ Ps

P
xA ð1Þ

where yA is the mole fraction of A in the gas phase, P is the total pressure, Ps is
the vapor pressure of pure A, and xA is the mole fraction of A in the liquid. For
moderately soluble gases with relatively little interaction between the gas and
liquid molecules Henry’s law is often applicable:

yA ¼ H

P
xA ð2Þ

where H is Henry’s constant. Usually H is dependent upon temperature, but
relatively independent of pressure at moderate levels. In solutions containing
inorganic salts, H is also a function of the ionic strength. Henry’s constants
are tabulated for many of the common gases in water (6).

A more general way of expressing solubilities is through the vapor–liquid
equilibrium constant m defined by

yA ¼ mxA ð3Þ

The value of m, also known as equilibrium K value, is widely employed
to represent hydrocarbon vapor–liquid equilibria in absorption and distillation
calculations. When equation 1 or 2 is applicable at constant pressure and tem-
perature (equivalent to constant m in eq. 3) a plot of y vs x for a given solute
is linear from the origin. In other cases, the y–x plot may be approximated by
a linear relationship over limited regions. Generally, for nonideal solutions or
for nonisothermal conditions, y is a curving function of x and must be determined
from experimental data or more rigorous theoretical relationships. In a y�x plot,
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when applied to absorber design this function is commonly called the equilibrium
line.

Obtaining reliable data on gas solubility for gas absorber design, in the form
of Henry constats, m values or equations for the equilibrium line represents a
major issue. Gas solubility has been treated extensively (7). Methods for the pre-
diction of phase equilibria and actual solubility data have been given (8,9) and
correlations of the equilibrium K values of hydrocarbons have been developed
and compiled (10). Several good sources for experimental information on gas
and vapor liquid equilibrium data of nonideal systems are also available
(6,11–13). Several of these sources contain not only experimental data but also
include models for correlating experimental data and for gas solubility prediction
are based on equilibrium phase thermodynamics, involving equation of state and
fugacities or Gibbs excess functions.

In addition to these phenomenological approaches, there exists a novel
route based on statistical mechanics for the prediction of gas–liquid equilibrium
based on a molecular description of gas and liquid. The field of molecular simula-
tion (14–16) has advanced sufficiently in recent years so as to allow the compu-
tation of thermophysical data and multiphase equilibrium behavior. The key
idea of such methods is to describe two or more phases in thermodynamic equili-
brium by an atomistically detailed collection of interacting molecules. These
simulation boxes contain a relatively small number of molecules (typically
between a hundred and a million), which are endowed with proper geometry
and interaction potentials (also known as the force field). A large number of indi-
vidual configurations of these molecules is generated using methods such as
molecular dynamics (MD) or Monte Carlo (MC). Macroscopic properties (eg,
PvT) are obtained by averaging over the set of individual configurations. Depend-
ing on the constraints under which the MD or MC calculation is performed, dif-
ferent statistical mechanical ensembles can be generated. For equilibrium
calculations, sophisticated techniques based on the so-called Gibbs ensemble
(17) have been developed.

In a typical gas–liquid or vapor–liquid equilibrium simulation, two compu-
tational boxes, one representing the gas or vapor, the other representing the
liquid, are ‘‘brought into equilibrium’’ by performing a series of MC moves, one
of which is a particle exchange move. Although the compositions of the boxes
fluctuate along the simulation due to particle interchanges, they do so about
well-defined average values. In many cases, these average compositions closely
match the values one would obtain in an equilibrium cell in a laboratory. A series
of such calculations allows one to construct the full equilibrium line as required
for absorber design. This procedure bypasses the need to use an equation of state
for gas nonideality and an activity model for the liquid phase. The entire physi-
cochemical complexity of the system is treated at the molecular level and is
entirely represented by the geometry and the interaction potentials.

Such molecular techniques allow the prediction of thermophysical proper-
ties and phase equilibria under conditions that cannot be achieved easily in prac-
tice (eg, very high pressure, highly toxic or carcinogenic substances), or for
compounds that have not been synthesized yet. Although they do not replace
either traditional phase equilibrium calculations or experimental work, molecu-
lar simulations are a useful complement to both. They are particularly valuable
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in the screening stages of new solvents for absorption. A molecular simulation
can frequently help assess the suitability of a new compound or a new mixture
of compounds for a given absorption application. They are also useful for new
families of solvents or for mixtures of solvents that are not amenable to a
group contribution approach, either because they contain a group that has not
been tabulated yet or because there are strong interactions between groups
that cannot be properly predicted by standard contribution mixing rules.

As an illustrative example a typical phase equilibrium calculation using
molecular modeling techniques will be described in some detail. We will consider
a binary system composed of a short-chain, linear hydrocarbon of length Ns as
the solute (eg, ethane) and a long-chain linear hydrocarbon of length Nl as the
solvent. We will consider two particular cases: Ns¼ 2, Nl¼ 7 and Ns¼ 5,
Nl¼ 150. In the first case, we will be dealing with the phase equilibrium behavior
of the system ethane–n-heptane and therefore with the solubility of ethane in n-
heptane. The second system will demonstrate how the same approach can auto-
matically be extended to the calculation of the solubility of low molecular weight
compounds (pentane in this case) in molten polymers or high molecular weight
solvents.

In standard molecular modeling, alkane molecules are considered classical
mechanical systems in which atoms or atom groups, also called united atoms, are
represented by interaction sites (see Fig. 3). Along a molecule, all pairs of sites i
and j separated by more than three bonds along the chain and all intermolecular
sites interact, in one of the simplest cases, via the Lennard–Jones pair potential:

VLJ
ij ðrÞ ¼ 4�ij

�ij

rij

� �12

� �ij

rij

� �6
" #

with rij being the scalar minimum-image distance between sites i and j and eij

and sij being pair-specific interaction constants. In the case of polar molecules,

Fig. 3. Chain geometry and internal degrees of freedom of a linear alkane molecule.
External degrees of freedom include translation and rotation as a rigid object.
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additional electrostatic terms are added, using partial charges associated with
interaction sites.

Besides the site–site interaction potential, additional (in the simplest case,
harmonic) potentials are associated with bond stretching (18)

VstretchingðlÞ ¼
1

2
Klðl � l0Þ2

where l is the bond length and l0 the equilibrium bond length. Similarly, bond
angle bending is endowed with a potential of the form:

Vbendingð�Þ ¼
1

2
K�ð�� �0Þ2

where � is the bond angle and � is the equilibrium bond angle (19). Lastly, asso-
ciated with each dihedral angle f is also a torsional potential of the form (20):

Vtorsionð�Þ ¼ c0 þ c1 cosð�Þ þ c2 cosð�Þ2 þ c3 cosð�Þ3 þ c4cosð�Þ4 þ c5 cosð�Þ5

where � is a specific torsion angle along the hydrocarbon chain backbone.
Several other terms (contributions) to the energy of a molecular system

have been proposed. They represent higher order corrections and cross terms
which couple, eg, bond stretching and bending, or account for out-of-plane devia-
tions in planar molecules. In commercial molecular modeling software, the spe-
cific functional form of the interaction terms and the set of all parameters
appearing in them is known as the ‘‘force field’’ and can contain several thousand
parameters. For solubility calculations it is seldom necessary to consider the full
set of interaction terms and those presented above are sufficient in many cases.

In order to evaluate each of the previous contributions to the energy of the
system, the coordinates of all interaction sites of all molecules present in the sys-
tem must also be computed. These are determined as a function of the external
and internal degrees of freedom. External degrees of freedom are typically the
absolute position of one of the sites of each molecule plus the absolute orientation
in space of one bond of each molecule, expressed by means of Euler angles or by
quaternions, with respect to a fixed laboratory frame of reference. Internal
degrees of freedom are usually bond lengths, bond angles and torsional angles.

Once the absolute position and orientation of a reference site and a refer-
ence bond of each molecule and the internal degrees of freedom are known, it
is possible to determine all site positions for all sites in all molecules using,
e.g. the Eyring transfer matrix technique (20). In a last step, in order to elimi-
nate edge effects which would mask the true behavior of the system, periodic
boundary conditions, as originally introduced by Born (21) are applied to all
site coordinates. Periodic boundary conditions are a necessity, since available
computational power limits the characteristic size of systems that can be simu-
lated to a few nanometers at the most.

Once the geometry of all chemical species and the force field describing
their interactions are defined, the calculation of phase equilibrium is performed
in the Gibbs ensemble, which was succinctly described above. The Gibbs
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ensemble is a combination of the canonical (NVT), the isobaric–isothermal
(NPT), and the grand-canonical (NmT) ensembles. In a molecular modeling
Monte Carlo (MC) calculation, moves are performed sequentially in order to gen-
erate a Markov chain of system microstates. Macroscopic properties are obtained
by simple averaging the corresponding properties for each of the microstates. In
a Gibbs ensemble calculation, three types of MC are performed:

� NVT moves, in which molecular conformations in each of the simulation
boxes are modified by one or more types of moves such as simple displace-
ments, pivots, reptation, Continuous Configurational Bias, End Bridging,
etc. (22).

� NPT moves, in which the volume of both boxes is changed in such a way
that the total volume remains constant, ie, if one of the boxes is expanded
by a given amount, the other is shrunk by the same amount.

� NmT moves, in which particles are exchanged between boxes, ie, solute and
solvent molecules can be transferred from one box to the other.

Each of these different types of moves is accepted or rejected with a certain
probability. This probability depends directly (and strongly) on the change in
the energy in the system induced by the move but also on the changes in volume
and particle number. For example, the probability for a particle exchange (NmT
move) between boxes, denoted by I and II, to be accepted is given by:

min 1; exp
1

kT
�UI þ�UII þ kT ln

VIIðNI þ 1Þ
VINII

� �� �� �� �

where DU is the change in the total energy (nonbonded intermolecular and intra-
molecular, bond stretching, bond bending and torsional) of a box (the superindex
labels the box), V is the box volume, and N is the number of particles in the box.
Analogous acceptance criteria are used for the other types of move. These criteria
are defined so as to fulfill macroscopic equality of temperature, pressure and
chemical potential between the boxes, i.e. thermodynamic phase equilibrium.

In a typical phase equilibrium calculation, a large number of MC steps of
the three types described above are performed and system microstates (coordi-
nates of atoms) are stored periodically together with properties of each of the
simulation boxes, such as a density, potential energy, molar fraction of each com-
ponent, etc. After a sufficiently large number of such MC steps have been per-
formed, estimates of macroscopic properties, for example density, of each
phase is obtained as the average of the densities of all the microstates generated
in the MC run. Similarly, the composition of each phase is determined as the
average of the compositions of each phase, which are trivially determined from
the number of molecules of each species in each box for every microstate. Thus, a
Gibbs ensemble calculation produces a pair of thermodynamically equilibrated
phases, ie, a pair of points on the phase diagram of the two-component system
(extensions to multicomponent systems are straightforward). A series of such cal-
culations yields an equilibrium envelope describing the phase equilibria and
therefore the mutual solubility of the two phases. In absorption calculations,
the branch of the equilibrium envelope describing the solubility of the light
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species in the heavy one is the most interesting one, although the other branch is
of course useful, eg, in order to determine solvent losses.

A common feature of all molecular modeling techniques is that system non-
idealities, high concentration effects, etc, are incorporated automatically and in a
natural way in the calculation. In classical, equation of state (EOS)-based meth-
ods, saturation pressures, fugacities, activities and high-pressure correction
factors enter the calculation separately. In molecular modeling, the full physico-
chemical complexity enters via the geometry and forcefield and needs never be
split in separate contributions like fugacity, activity coefficients, etc.

The Gibbs ensemble calculation, provided the molecular description and the
MC algorithms are correct, directly yields two phases in equilibrium. For this
reason it is especially attractive for highly non-ideal systems, high-pressure sys-
tems or both. Molecular modeling is however not devoid of adjustable para-
meters: the values of the constants describing nonbonded interaction and
bonded potentials (the force field parameters) are de facto adjustable parameters
associated with specific atom types, just like parameters are associated with
whole molecules, atom groups or single atoms in activity coefficient models
and group contribution techniques. It is, however, generally felt that the force
field parameters are better transferable among widely varying chemical families.
This is especially justified in cases in which the parameters of the force field stem
from a quantum chemical calculation.

Figure 4 shows the vapor–liquid equilibrium envelope (experimental data
from (23)) for the system ethane–n-heptane at 58.71 mol% ethane. Symbols
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Fig. 4. Comparison of experimental (continuous line) and Gibbs ensemble simulation re-
sults for the vapor–liquid equilibrium of the ethane/heptane system. This diagram was
constructed from a series of Gibbs ensemble simulations aimed at locating the dew and
bubble points of a mixture of given composition. The construction of his diagram requires
a great deal more effort than a typical solubility calculation (ie, given pressure and tem-
perature, unknown compositions of the phases) which involves a single Gibbs ensemble
simulation.
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denote the results of a series of MC calculations in the Gibbs ensemble for the
same system (Ns¼ 2, Nl¼ 7).

For this system, the agreement between experimental measurements and
Gibbs ensemble calculations is remarkably good. In this relatively simple case,
however, an advanced EOS approach (24–26) would also work very well and
probably surpass the molecular modeling results in accuracy. The advantages
of molecular modeling are more obvious when dealing with highly nonideal,
high pressure systems or with new compounds or complex mixtures for which
no experimental data are available and group contribution methods are known
to be unreliable.

One such situation is the calculation of the solubility of short-chain alkanes
(pentane) in molten linear polyethylene, Ns¼ 5, Nl¼ 150. Although hydrocarbon
chains with Nl¼ 150 carbon atoms in the backbone are, strictly speaking, not yet
polymers but high oligomers, they are however a reasonably good representation
of a simple linear polymer such as polyethylene (PE).

Figure 5 shows experimental values of the solubility of pentane in polyethy-
lene at infinite dilution (Henry’s constant) and a series of Gibbs ensemble results
at increasingly high pressures (27,28). At low pressures the results of Gibbs-
ensemble and infinite-dilution data are consistent. At moderate pressures, devia-
tions from Henry’s law become significant. Finally, at pressures >20 bar, the
polymer reaches the saturation limit and the solubility of pentane does not
grow as rapidly as predicted by the linear extrapolation implicit in Henry’s law.

These two examples of molecular modeling-based calculation of solubility
illustrate the range of applicability of such atomistic techniques to phase equi-
librium. However, they are also applicable to the determination of transport
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Fig. 5. Comparison of experimental (straight line) and Gibbs ensemble simulation re-
sults for the solubility of pentane in polyethylene. As the solvent saturates with pentane
at high pressures, solubility deviates from the linearity predicted by Henry’s law.
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properties. An interesting application of these techniques to absorption technol-
ogy is in the calculation of molecular diffusivities by means of molecular
dynamics (MD). Its detailed treatment is out of the scope of this article but the
interested reader can find an extensive description in (14).

It must, however, be kept in mind that the great power and generality of
molecular modeling is achieved at the expense of massive computational effort:
the calculation of a single pair of data points in the ethane–n-heptane diagram
presented above requires several hours of calculation on state-of-the-art hard-
ware, whereas the same calculation can be performed following the standard
EOS approach in a few milliseconds. Molecular modeling techniques should
therefore be applied judiciously and be reserved for those cases in which conven-
tional methods fail or where their reliability is questionable.

The possibility to test a large number of alternative formulations of mix-
tures of solvents or pure compounds for their suitability for a particular applica-
tion has made it possible to actually ‘‘design’’ solvents on a purely computational
basis. Needless to say, such ‘‘designed’’ compounds or formulations must be sub-
sequently tested in a laboratory or in a pilot plant in order to verify their effec-
tiveness. Tests have shown molecular calculations to be remarkably successful at
predicting solvent performance in many cases (29–31).

User-friendly molecular simulation packages already exist that allow phase
equilibria calculations to be set up and performed relatively rapidly and with a
modicum of effort on the part of the user. Nevertheless, it must be emphasized
that molecular modeling approaches to solubility calculation will remain many
orders of magnitude slower than EOS methods for the foreseeable future. It is
therefore very doubtful that they will ever be used directly in single column let
alone flowsheet simulators, where solubility calculations must be performed a
very large number of times. A single MC calculation of gas solubility in a binary
system takes nowadays significantly longer than the calculation of an entire
plant flowsheet of average complexity. Increases in computer peformance will
reduce the time required for MC or MD calculations, but so will they reduce
the time required for EOS calculation, so that the ratio of computational
effort will very likely remain close to its present value. For this reason, the
greatest utility of molecular modeling methods is in generating a database of
‘‘computer-experimental’’ solubility values to which a suitable EOS can be fitted.
It is this EOS that finds use in column and flowsheet simulators.

In spite of this computational disadvantage, the molecular computational
approach to phase equilibrium and solvent design will probably see increased
use in coming years.

3. Mass Transfer Concepts

3.1. Mass Transfer Coefficients and Driving Forces. In order to
determine the size of the equipment necessary to absorb a given amount of sol-
vent per unit time, one must know not only the equilibrium solubility of the
solute in the solvent, but also the rate at which the equilibrium is established;
ie, the rate at which the solute is transferred from the gas to the liquid phase
must be determined. One of the first theoretical models describing the process
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proposed an essentially stable gas-liquid interface (32). Large fluid motions are
presumed to exist at a certain distance from this interface distributing all mate-
rial rapidly and equally in the bulk of the fluid so that no concentration gradients
are developed. Closer to this interface, however, the fluid motions are impaired
and the slow process of molecular diffusion becomes more important as a
mechanism of mass transfer. The rate-governing step in gas absorption is there-
fore the transfer of solute through two thin gas and liquid films adjacent to the
phase interface. Transfer of materials through the interface itself is normally
presumed to take place instantaneously so that equilibrium exists between
these two films precisely at the interface. Although this assumption has been
confirmed in experiments utilizing many systems and different types of phase
interface (17,33–36), interfacial resistances can develop in some situations
(37–42).

The resulting concentration profile is shown in Figure 6. With the passage
of time in a nonflowing closed system, the profiles would become straight hori-
zontal lines as the bulk gas and bulk liquid reached equilibrium. In a flowing sys-
tem, Figure 6 represents conditions at some countercurrent flow point, eg, at a
certain height in an absorption tower where, as gas and liquid pass each other,
the bulk materials do not have sufficient contact time to attain equilibrium.
Solute is continuously transferred from the gas to the liquid and concentration
gradients develop when this transfer proceeds at only a finite rate.

The experimentally observed rates of mass transfer are often proportional
to the displacement from equilibrium and the rate equations for the gas and
liquid films are

NA ¼ kG pA � pAið Þ ¼ kGP yA � yAið Þ ð4Þ

NA ¼ kL cAi � cAð Þ ¼ kL��� xAi � xAð Þ ð5Þ
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Fig. 6. The two-film concept: yA and xA are the concentrations in the bulk of the phases;
yAi and xAi are the actual interfacial concentrations at equilibrium; y*

A and x*
A are the

hypothetical equilibrium concentrations which would be in equilibrium with the bulk con-
centration of the other phase.
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where yA� yAi and xAi� xA are concentration driving forces, kG is the gas-phase
mass transfer coefficient, and kL is the liquid-phase mass transfer coefficient.

Mass transfer rates may also be expressed in terms of an overall gas-phase
driving force by defining a hypothetical equilibrium mole fraction y*

A as the con-
centration which would be in equilibrium with the bulk liquid concentration
(y	A ¼ mxA):

NA ¼ KOG P yA � y	A
� �

ð6Þ

The relationship of the overall gas-phase mass transfer coefficient KOG to the
individual film coefficients may be found from equations 4 and 5, assuming a
straight equilibrium line:

NA ¼ kG P yA � yAið Þ ¼ kL���
1

m
yAi � y	A
� �

and by comparison with equation 6,

1

KOG
¼ 1

kG
þ mP

kL���
ð7Þ

Expressions similar to equations 6 and 7 may be derived in terms of an overall
liquid-phase driving force. Equation 7 represents an addition of the resistances
to mass transfer in the gas and liquid films. The analogy of this process to the flow
of electrical current through two resistances in series has been analyzed (43).

A representation of the various concentrations and driving forces in a
y�x diagram is shown in Figure 7. The point representing the interfacial
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Fig. 7. The driving forces in the y–x diagram.
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concentrations (yAi, xAi) must lie on the equilibrium curve since these concentra-
tions are at equilibrium. The point representing the bulk concentrations (yA, xA)
may be anywhere above the equilibrium line for absorption or below it for deso-
rption. The slope of the tie line connecting the two points is given by equations 4
and 5:

yA � yAi

xA � xAi
¼ � kL���

kGP
ð8Þ

In situations where the gas film resistance is predominant (gas film-controlled
situation), kGP is much smaller than kLr and the tie line is very steep. yAi

approaches y* so that the overall gas-phase driving force and the gas-film driving
force become approximately equal, whereas the liquid-film driving force becomes
negligible. From equation 7, it also follows that in such cases KOG& kG. The
reverse is true if the liquid film resistance is controlling. Since the example
depicted in Figure 4 involves a strongly curved equilibrium line, equation 7
is only valid if the slope of the dashed line between xA and xAi is substituted
for m. Overall mass transfer coefficients may vary considerably over a certain
concentration range as a result of variations in m even if the individual film
constants stay essentially constant.

3.2. Mass Transfer Coefficients and Molecular Diffusion. Many
theories have been put forth to explain experimentally measured mass transfer
coefficients and to link them to more fundamental phenomena and parameters.
There are two mechanisms that contribute to mass transfer and are reflected in
the mass transfer coefficients. As described above (Fig. 6) at some distance from
the interface molecules are transported towards or away from the interface
mainly by turbulent convection, whereas molecular diffusion dominates mass
transfer increasingly as these molecules approach the interface more closely.
For analyzing the effects of molecular diffusion it is best to separate it concep-
tually from turbulent convection by approximating the real situation at the inter-
face by hypothetical stagnant gas and liquid films. This model is proposed by the
film theory (see below). The fluid is assumed to be essentially stagnant within
these ‘‘effective’’ films making a sharp change to totally turbulent flow where
the film is in contact with the bulk of the fluid. As a result, mass is transferred
through the effective films only by steady-state molecular diffusion and it is
possible to compute the concentration profile through the films by integrating
Fick’s law:

JA ¼ �DAB
dcA

dz
ð9Þ

where JA is the flux of component A relative to the average molar flow of the
whole mixture, DAB is the diffusion coefficient of A in B, z is the distance of diffu-
sion, and cA is the molar concentration of A at a given point in the film. The bulk
concentrations are denoted yAb and xAb in the following three sections whereas
yA and xA stand for the concentration at a particular point within the films.

Equimolar Counterdiffusion in Binary Cases. If the flux of A is balanced
by an equal flux of B in the opposite direction (frequently encountered in binary
distillation columns), there is no net flow through the film and NA, like JA, is
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directly given by Fick’s law. In an ideal gas, where the diffusivity can be shown
to be independent of concentration, integration of Fick’s law leads to a linear
concentration profile through the film and to the following expression where
(P/RT)yA is substituted for cA:

NA ¼ DABP

z0RT
yAb � yAið Þ ð10Þ

thus

k0
G ¼ DAB

z0RT
ð11Þ

where kG is labeled with a zero to indicate equimolar counterdiffusion and z0 is
the effective film thickness. This same treatment is usually adopted for liquids,
although the diffusion coefficients are customarily not completely independent of
concentration. Substituting rxA for cA, the result is

k0
L ¼ DA

z0
ð12Þ

Equations 11 and 12 cannot be used to predict the mass transfer coefficients
directly, because z0 is usually not known. The theory, however, predicts a linear
dependence of the mass transfer coefficient on diffusivity.

Unidirectional Diffusion Through a Stagnant Medium in Binary Cases.
An ideally simple gas absorption process involves diffusion of only one compo-
nent through a nondiffusing medium, either the inert gas or the solvent. There
exists a net flux of material through the film in this case, and therefore the mix-
ture as a whole is not at rest. The total flux of A is now the sum of the flux with
respect to the average flow of the mixture, that is still given by Fick’s law of dif-
fusion, plus the flux of A caused by the average bulk flow of the mixture itself:

NA ¼ JA þ yA

X
j

Nj ¼ �DABP

RT

dyA

dz
þ yANA ð13Þ

The derivation of this result may be found in various texts (44). Rearranging
and integrating equation 13 yields

NA ¼ DABP

z0RT

1

yBM
yAb � yAið Þ ð14Þ

where yBM is the logarithmic mean of the stagnant gas concentration through
the film:

yBM ¼ 1 � yAbð Þ � 1 � yAið Þ
ln 1 � yAbð Þ= 1 � yAið Þ½ � ð15Þ
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Therefore

k0
G ¼ DAB

z0RTyBM
ð16Þ

For liquids,

k0
L ¼ DA

z0xBM
ð17Þ

where

xBM ¼ 1 � xAbð Þ � 1 � xAið Þ
ln 1 � xAbð Þ= 1 � xAið Þ½ � ð18Þ

As yBM and xBM are smaller than unity, they predict an increase of mass transfer
caused by the average bulk flow of the mixture as a whole. The effect is known as
drift flux correction. The values of yBM and xBM are near unity for dilute mix-
tures.

Any Degree of Counterdiffusion in Binary Cases. In cases where coun-
terdiffusion is not exactly equimolar nor zero, but somewhere in between or even
outside these two cases, the influence of bulk flow of material through the films
may be corrected for by the film factor concept (45). It is based on a slightly dif-
ferent form of equation 13:

NA ¼ JA þ yAtANA ð19Þ

where

tA 
P

jNj

NA
ð20Þ

Applying the same derivation as for unidirectional diffusion through a stagnant
medium, the results turn out to be

kG ¼ DAB

z0RTYf
ð21Þ

kL ¼ DAB

z0Xf
ð22Þ

where

Yf 
1 � tAyAbð Þ � 1 � tAyAið Þ

ln 1 � tAyAbð Þ= 1 � tAyAið Þ ð23Þ

xf 
1 � tAxAbð Þ � 1 � tAxAið Þ

ln 1 � tAxAbð Þ= 1 � tAxAið Þ ð24Þ
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The parameters Yf and Xf are called the film factors. They are generalized
yBM and xBM factors, respectively, and are reduced to them in the case of unidir-
ectional diffusion through a stagnant medium because tA¼ 1 in this case. The
film factors Yf and Xf correct the mass transfer coefficients for the effect of net
flux, or the drift flux, through the films. In situations having strong counterdif-
fusion giving rise to a net flow opposed to the diffusion of A, the film factor
becomes larger than one and therefore decreases the mass transfer coefficient
and the flux of A. For weak or negative counterdiffusion producing a bulk flux
parallel to the diffusion of A, the film factor is smaller than unity and thus
increases NA. In extreme situations, counterdiffusion may become large enough
to reverse the direction of transport of a given component and force it to diffuse
against its own driving force. These situations are characterized by a negative
film factor, and hence a negative kG. If equimolar counterdiffusion prevails, tA

becomes zero, the film factor is unity, irrespective of the concentration, and
kG¼ kG

0.
Except for equimolar counterdiffusion, the mass transfer coefficients applic-

able to the various situations apparently depend on concentration through the
yBM and Yf factors. Instead of the classical rate equations 4 and 5, containing
variable mass transfer coefficients, the rate of mass transfer can be expressed
in terms of the constant coefficients for equimolar counterdiffusion using the
relationships

kGYf ¼ k0
GyBM ¼ k0

G ð25Þ

kLXf ¼ k0
LxBM ¼ k0

L ð26Þ

This leads to rate equations with constant mass transfer coefficients, whereas
the effect of net transport through the film is reflected separately in the yBM

and Yf factors. For unidirectional mass transfer through a stagnant gas the
rate equation becomes

NA ¼ k0
GP yAb � yAið Þ 1

yBM
ð27Þ

For any degree of counterdiffusion,

NA ¼ k0
GP yAb � yAið Þ 1

Yf
ð28Þ

Equation 28 and its liquid-phase equivalent are quite general. Similarly, the
overall mass transfer coefficients may be made independent of the effect of
drift flux through the films and thus nearly concentration independent for
straight equilibrium lines:

NA ¼ K0
OGP yAb � y	A

� � 1

y	BM

ð29Þ

¼ K	
OGP yAb � y	A

� � 1

Y	
f

ð30Þ

where the logarithmic means in y*
BM and Y *

f must be taken between yAb and y	A.
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3.3. Fundamental Description of Multicomponent Diffusion using
Maxwell-Stefan Equations. Fick’s law cannot describe multicomponent
diffusion because it links the driving force for diffusion of a given species to
one single flux. If a driving force in terms of chemical potential gradient for a
given species exists in a multicomponent mixture, it will cause this species to
move relative to all other types of molecules in the mixture. It is not an absolute
flux, as stipulated by Fick’s law, but the movements of solute molecules A
relative to all the other molecules j that dissipate Gibbs energy (see eq. 31). It
is therefore necessary to sum over all these relative movements. Each one of
them will need an amount of driving force determined by the importance of
the interactions between molecules A and j, expressed by the ratio of RT
and the binary diffusion coefficient A-j. The correct sum over all individual rela-
tive movements has already been worked out a long time ago and is known as the
Maxwell-Stefan equations (44,46):

�d
A

dz
¼
Xn

j¼B

RT

DAj
xj ðUA � UjÞ ð31Þ

where Uj is the moving velocity of the ith species and DAj the binary diffusion
coefficient between A and the jth other species in the mixture. As the Maxwell-
Stefan equations are about binary interactions, there are only n� 1 independent
such equations in a n species mixture. In order to calculate all the n diffusion
velocities Ui, one more constraint must be formulated in terms of a velocity
balance such as S Ui¼ 0, UB¼ 0 or the like. After transforming the gradient of
chemical potential into a mole fraction gradient and by linking UA to the fluxes
by NA ¼ UA�xA the Maxwell-Stefan equations may be written as

��
dxA

dz
¼
Xn

j¼B

NAxj � NjxA

DAj�
ð32Þ

where

� ¼ 1 þ xA
dln�A

dxA
ð33Þ

G is called the thermodynamic correction factor and reduces to unity for
ideal mixtures. It is easily shown that for ideal binary situations equation
32 reduces to either Fick’s law, equation 13 or 19 if NB¼�NA, NB¼ 0, or S
Ni¼NAþNB¼ tANA are substituted, respectively.

Using Maxwell-Stefan equations instead of Fick’s law has the advantage of
taking all the binary diffusional interactions correctly into account. The Max-
well-Stefan diffusivities can be measured in binary diffusion experiments and
for gaseous mixtures are concentration independent. Another important advan-
tage is the fact that thermodynamic nonidealities are explicitely accounted for,
whereas Fick’s law lumps them into the diffusion coefficient, which therefore
depends more on concentration than Maxwell-Stefan diffusivities. Maxwell-
Stefan equations may also readily be extended to cases where diffusion is also
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driven by forces other than concentration gradients, such as pressure gradients,
centrifugal force and electrical fields.

On the other hand, Maxwell-Stefan equations are not easy to integrate in
order to find the concentration profiles. The fact that they are implicit in the
fluxes further complicates all numerical calculations.

Treating Complex Mixtures as Pseudobinaries. The traditional way of
dealing with multicomponent mixture has always been to describe the diffusion
of any given type of molecule through the mixture by lumping all other species
into a single pseudospecies and to compute the diffusion flux based on Fick’s law.
This procedure requires evaluating an effective diffusivity of A through the rest
of the mixture. Eliminating the mole fraction gradient from Fick’s law and from
the Maxwell-Stefan equation one finds the effective diffusivity to be

DAeff
¼ NAPn

j¼B
NAxj�NjxA

DAj

ð34Þ

Effective diffusivities calculated in this way do already contain the drift-flux cor-
rection. They may be positive or negative. In general cases, they are too difficult
to compute to be of practical use.

There are, however, several situations frequently occurring in practice in
which mixtures do indeed behave like binaries. The most obvious case is a dilute
mixture of solutes in a carrier gas or solvent, as often occurring in gas absorption.
If the mole fractions of all solutes are small, the sum in equation 31 will contain
only a single interaction term and equation 32 reduces to

�dxA

dz
¼ NAxB

dAB�
ð35Þ

Where the subscript B denotes the solvent or carrier. In this case, the Maxwell-
Stefan approach for multicomponent mixtures reduces to the familiar equations
treated earlier. In case xB is sufficiently close to unity, equation 35 corresponds to
Fick’s law for equimolar counterdiffusion and the mass transfer coefficients may
be evaluated as shown by equations 11 and 12. If xB deviates sufficiently from
unity to induce a drift flux, equation 35 reduces with xB¼ 1� xA to the liquid
equivalent of equation 13 and the drift flux may be corrected as shown by equa-
tion 27.

Another frequently occuring case is the diffusion of a solute through a mix-
ture of nondiffusing substances such as air. In this case, the effective diffusivity
becomes

DAeff
¼ 1Pn

j¼B
xj

DAj

ð36Þ

DAeff
represents the average diffusivity of A through the stagnant mixture

and can directly be used in Fick’s law. Mixtures in which the binary diffusion
coefficients of one of the constituents are markedly lower than the others, also
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may be described as pseudobinaries because only the interactions with this
particular component need to be accounted for and all other terms can be
neglected in equation 32. However, the evaluation of DAeff

from equation 34
remains intricate.

Other Ways to Use Maxwell-Stefan Equations. Wesselingh and Krishna
(47) have proposed to integrate the Maxwell-Stefan equations by assuming linear
concentration profiles through the diffusion film (eq. 37).

�xA

zo
¼
Xn

j¼B

NA�xxj � Nj�xxA

DAj�
ð37Þ

Although still not explicit in the fluxes, this technique is highly useful for numer-
ical calculations. Wesselingh and Krishna propose to use these equations, eg, in
the following form:

�xA ¼
Xn

j¼B

NA�xxj � Nj�xxA

kAj�
ð38Þ

where kAj are binary mass transfer coefficients defined as

kAj ¼
DAj

z0
ð39Þ

If the molar fraction in the bulk and at the interface are known, the fluxes in a
mixture containing n species may be calculated by solving n� 1 linear equations
of the type seen in equation 38 together with one mass balance constraint such
as, eg, NB¼ 0. This procedure is thus useful for obtaining an approximately cor-
rect estimation of all fluxes through a diffusion film.

Rigorous computation of multicomponent mass transfer may be achieved
resorting to the text by Taylor and Krishna (48 and references cited therein).
At its heart lies a matrix formulation of the generalized Maxwell-Stefan equa-
tions (49,50). This approach is quite rigorous and consistent with the thermody-
namics of irreversible processes and in the case of plate columns does not rely on
the use of lumped phenomenological concepts like Murphree tray efficiencies. It
also eliminates the assumption of thermal equilibrium between phases at a given
stage within the column. Although it has been primarily used in the design of
distillation and reactive distillation columns, it is increasingly being used for
the design of absorption equipment. Reference 51 is strongly recommended as
a very comprehensive and up-to-date treatise on the design and calculation of
absorption columns using advanced techniques. Although the complication of
some of these numerical techniques precludes its use in hand calculations,
these rigorous methods have already found their way into commercial flowsheet
simulators.

The use of sophisticated modeling tools is warranted when large multicom-
ponent molar fluxes or large temperature differences between phases or both (52)
are expected. In the majority of industrial design cases, however, it is satisfac-
tory to apply simpler methods of sufficient approximation.
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3.4. Mass Transfer Coefficients and Convection. As explained at
the beginning of the last section, many theories have been developped in
attempts to model mass transfer rates under the combined effects of molecular
diffusion and turbulent convection. The classical model has been the film
theory (53) effectively assuming completely stagnant layers of a given thickness
z0 adjacent to the interface and a sudden change to the completely turbulent
conditions prevailing in the bulk of the phase. Mass transfer is thus assumed
to occur through these films only by molecular diffusion at steady state.
Equations 14–30 may then used directly to correlate mass transfer coefficients
and rates.

The film model has often received criticism because it appears to predict
that the rate of mass transfer is directly proportional to the molecular diffusivity.
This dependency is at odds with experimental data that shows the mass transfer
to be proportional to the molecular diffusivity raised to an exponent which varies
between 0.5 and 0.7 (54–56), and was one of the reasons why other models were
developed. In spite of this criticism, the film theory continues to be used very
widely in the design of gas absorption equipment.

In contrast to the film theory, other approaches assume that transfer of
material does not occur by steady-state diffusion. Rather there are large fluid
motions which constantly bring fresh masses of bulk material into direct contact
with the interface. According to the penetration theory (57), transient diffusion
proceeds from the interface into the particular element of fluid in contact with
the interface. This is an unsteady state, transient process where the rate
decreases with time. After a while, the element is replaced by a fresh one brought
to the interface by the relative movements of gas and liquid, and the process
is repeated. In order to evaluate NA, a constant average contact time for the
individual fluid elements is assumed (57). This leads to relations such as

kL ¼ 2

ffiffiffiffiffiffi
D

�

r
ð40Þ

If, on the other hand, it is assumed that contact times for the individual fluid ele-
ments vary at random, an exponential surface age distribution characterized by
a fractional rate of renewals may be used (58). This approach is called surface
renewal theory and results in

kL ¼
ffiffiffiffiffiffi
Ds

p
ð41Þ

Neither the penetration nor the several variations on the surface renewal theory
can be used to predict mass transfer coefficients directly because t and s are not
normally known. Each suggests, however, that mass transfer coefficients should
vary as the square root of the molecular diffusivity and thus reflects experimen-
tal data better than the film theory.

The penetration model is also superior to the film model in predicting the
influence of thermodynamic nonidealities on gas–liquid mass transfer (59). In
the case of gas absorption in dilute systems, these differences are irrelevant
because both transport models lead to the same expression for the transport
rate as a function of the concentration difference. But in the case of gas
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absorption in concentrated systems an error is introduced when the film method
is used instead of the more appropriate penetration model. The mass transfer
rates will be influenced by convective contributions and thermodynamic nonide-
alities. Mass transfer rates computed with the film method can easily differ by
>50% from those obtained from the penetration model, which seems to be in bet-
ter agreement with available experimental data. This criticism, while essentially
correct, has been shown not to have severe consequences in practice. The simple
ad hoc modification suggested in some cases (59) seems to have wide validity and
does show that, for rapid design purposes, the theoretically criticized film theory
can still be used very successfully.

Finally, the film-penetration theory (60) combines features of the film,
penetration and surface renewal theories and predicts a dependency of the
mass transfer coefficient on the diffusivity raised to a power that varies continu-
ously between 0.5 and 1. This theory assumes the entire resistance to mass
transfer to reside in a film of fixed thickness. Eddies move to and from the
bulk fluid and this film. Age distributions for time spent in the film are of the
Higbie (penetration) or Danckwerts (surface renewal) type. For high rates of sur-
face renewal, it reduces to the surface renewal theory. For low rates of renewal it
reduces to the film theory. Although the application of the latter theories is dif-
ficult because of lack of data on film thickness or on fractional rate of surface
renewal or on both, they have found some application in the design of nonisother-
mal absorption with chemical reaction (61,62).

Another concept sometimes used as a basis for comparison and correlation
of mass transfer data in columns is the Chilton-Colburn analogy (63). This semi-
empirical relationship was developed for correlating mass and heat transfer data
in pipes and is based on the turbulent boundary layer model and the close ana-
logy between momentum and mass transfer. It must be considerably modified for
gas-absorption columns, but it predicts that the mass transfer coefficient varies
with D raised to the two-thirds power (4,64) which is in good agreement with
experimental data.

3.5. Absorption and Chemical Reaction. In instances where the
solute gas is absorbed into a liquid or a solution where it is able to undergo
chemical reaction, the driving forces of absorption become far more complex.
The solute not only diffuses through the liquid film at a rate determined by
the gradient of the concentration, but at the same time also reacts with the
liquid at a rate determined by the concentrations of both the solute and the
solvent at the point of interest. Calculating the concentration profiles through
the liquid film requires formulating a differential mass balance over an in-
finitesimal control volume in the film which accounts for both diffusion and
reaction of the solute gas and subsequently integrating it. The calculations
show that these profiles are steeper and the rate of mass transfer higher than
without chemical reaction. Thus the results are often expressed as an en-
hancement factor f defined as the fractional increase of the liquid film mass
transfer coefficient resulting from the chemical reaction (kr

L/k0
L). The solutions

that have been developed in this manner based on the film, penetration, and
surface renewal theories are quite similar for a given type of reaction (65,66).
Solutions and estimations of enhancement factors may be found in the literature
(4,51,65–85).
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An illustration of how concentration profiles are calculated in columns for
gas absorption with chemical appears at the end of the section on packed column
design.

4. Design of Packed Absorption Columns

Discussion of the concepts and procedures involved in designing packed gas
absorption systems shall first be confined to simple gas absorption processes
without complications: isothermal absorption of a solute from a mixture contain-
ing an inert gas into a nonvolatile solvent without chemical reaction. Gas and
liquid are assumed to move through the packing in a plug-flow fashion. Devia-
tions such as nonisothermal operation, multicomponent mass transfer effects,
and departure from plug flow are treated in later sections.

4.1. Standard Absorber Design Methods
Operating Line. As a gas mixture travels up through a gas absorption

tower, as shown in Figure 8, the solute A is transferred to the liquid phase

dh

A

GM, yA

GM,1, yA,1

LM,2, xA,2

GM,2

yA,2

LM,1, xA,1

LM, xA

Fig. 8. Mass balance in gas absorption columns. The curved arrows indicate the travel
path of the solute A. The upper broken curve delineates the envelope for the material bal-
ance of equation 42.
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and thus gradually removed from the gas. The liquid accumulates solute on its
way down through the column so x increases from the top to the bottom of the
column. The steady-state concentrations y and x at any given point in the column
are interrelated through a mass balance around either the upper or lower part of
the column (eq. 43), whereas the four concentrations in the streams entering and
leaving the system are interrelated by the overall material balance.

Since the total gas and liquid flow rates per unit cross-sectional area vary
throughout the tower (Fig. 8) rigorous material balances should be based on the
constant inert gas and solvent flow rates G0

M and L0
M, respectively, and expressed

in terms of mole ratios Y0 and X0. A balance around the upper part of the tower
yields

G0
MY 0 þ L0

MX 0
2 ¼ G0

MY 0
2 þ L0

MX 0 ð42Þ

which may be rearranged to give

Y 0 ¼ L0
M

G0
M

X 0 � X 0
A;2

 �
þ Y 0

A;2 ð43Þ

where G0
M and L0

M are in kg.mol/(h.m2) [lb.mol/(h.ft2)] and Y 0 ¼ y/(1� y) and
X 0 ¼ x/(1� x). The overall material balance is obtained by substituting Y 0 ¼Y 0

1

and X0 ¼X0
1. For dilute gases the total molar gas and liquid flows may be

assumed constant and a similar mass balance yields

y ¼ LM

GM
x � x2ð Þ þ y2 ð44Þ

A plot of either equation 43 or 44 is called the operating line of the process as
shown in Figure 9. As indicated by equation 44, the line for dilute gases is
straight, having a slope given by LM/GM. (This line is always straight when
plotted in Y0 �X0 coordinates.) Together with the equilibrium line, the operating
line permits the evaluation of the driving forces for gas absorption along the col-
umn (Fig. 7). The farther apart the equilibrium and operating lines, the larger
the driving forces become and the faster absorption occurs, resulting in the
need for a shorter column (Fig. 9).

To place the operating line, the flows, composition of the entering gas y1,
entering liquid x2, and desired degree of absorption y2, are usually specified.
The specification of the actual liquid rate used for a given gas flow (the LM/GM

ratio) usually depends on an economic optimization because the slope of the oper-
ating line may be seen to have a drastic effect on the driving force. For example,
use of a very high liquid rate (line A in Fig. 9) results in a short column and a low
absorber cost, but at the expense of a high cost for solvent circulation and subse-
quent recovery of the solute from a relatively dilute solution. On the other hand,
a liquid rate near the theoretical minimum, which is the rate at which the oper-
ating line just touches the equilibrium line (line B in Fig. 9), requires a very tall
tower because the driving force becomes very small at its bottom (the extreme
case in which which the operating line just touches the equilibrium line is
usually designated as a ‘‘pinch point’’). Use of a liquid rate on the order of one
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and one-half times the theoretical minimum is not unusual. In the absence of a
detailed cost analysis, the LM/GM ratio is often specified at 1.4 times the slope of
the equilibrium line (86).

Design Procedure. The packed height of the tower required to reduce the
concentration of the solute in the gas stream from yA,1 to an acceptable residual
level of yA,2 may be calculated by combining point values of the mass transfer
rate and a differential material balance for the absorbed component. Referring
to a slice dh of the absorber (Fig. 8),

NAa dh ¼ �d GMyð Þ ¼ �GMdy � y dGM ð45Þ

and

dGM ¼ �NAa dh ð46Þ

where a is the interfacial area present per unit volume of packing. Combining
equations 45 and 46,

�dh ¼ GM dy

NAa 1 � yð Þ ð47Þ
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Fig. 9. Operating lines for an absorption system: line A, high LM/GM ratio; solid line,
medium LM/GM ratio; line B, LM/GM ratio at theoretical minimum necessary for the re-
moval of the specified quantity of solute. Subscript 1 represents the bottom of tower, 2,
the top of tower.
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Substituting for NA from equation 27 and integrating over the tower,

h ¼
Z y1

y2

GM

k0
GaP

yBM dy

1 � yð Þ y � yið Þ ð48Þ

Equation 48 may be integrated numerically or graphically and its component
terms evaluated at a series of points on the operating line. yi is found by placing
tie lines from each of these points; the slopes are given by equation 8. Thus equa-
tion 48 is a general expression determining the column height required to effect a
given reduction in yA.

Equation 48 can often be simplified by adopting the concept of a mass trans-
fer unit. As explained in the film theory discussion earlier, the purpose of select-
ing equation 27 as a rate equation is that k0

G is independent of concentration.
This is also true for the GM=k

0
GaP term in equation 48. In many practical

instances, this expression is fairly independent of both pressure and GM: as
GM increases through the tower, k0

G increases also, nearly compensating for
the variations in GM. Thus this term is often effectively constant and can be
removed from the integral:

h ¼ GM

k0
GaP

 !Z y1

y2

yBM dy

1 � yð Þ y � yið Þ ð49Þ

The parameter GM/k0
GaP has the dimension of length or height and is thus

designated the gas-phase height of one transfer unit, HG. The integral is dimen-
sionless and indicates how many of these transfer units it takes to make up the
whole tower. Consequently, it is called the number of gas-phase transfer units,
NG. Equation 49 may therefore be written as

h ¼ HGð Þ NGð Þ ð50Þ

where

HG ¼ GM

k0
GaP

ð51Þ

and

NG ¼
Z y1

y2

yBM dy

1 � yð Þ y � yið Þ ð52Þ

The same treatment for the liquid side yields

h ¼ HLð Þ NLð Þ ð53Þ

where

HL ¼ LM

k0
La���

ð54Þ
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and

NL ¼
Z x1

x2

xBM dx

1 � xð Þ xi � xð Þ ð55Þ

A similar treatment is possible in terms of an overall gas-phase driving force by
substituting equation 29 into equation 47:

h ¼ HOGð Þ NOGð Þ ð56Þ

where

HOG ¼ GM

K0
OGaP

ð57Þ

and

NOG ¼
Z y1

y2

y	BM dy

1 � yð Þ y � y	ð Þ ð58Þ

Both HOG and NOG are called the overall gas-phase height of a transfer unit and
the number of overall gas-phase transfer units, respectively. In the case of a
straight equilibrium line, K0

OG is often nearly concentration-independent as
explained earlier. In such cases, use of equation 56 is especially convenient
because NOG, as opposed to NG, can be evaluated without solving for the inter-
facial concentrations. In all other cases, HOG must be retained under the integral
and its value calculated from HG and HL at different points of the equilibrium
line as

HOG ¼ yBM

y	BM

HG þ mGM

LM

xBM

y	BM

HL ð59Þ

To use all of these equations, the heights of the transfer units or the mass trans-
fer coefficients k0

La and k0
L must be known. Transfer data for packed columns are

often measured and reported directly in terms of from HG and HL and correlated
in this form against from GM and LM.

Sometimes the height equivalent to a theoretical plate (HETP) is employ-
ed rather than from HG and HL to characterize the performance of packed
towers. The number of heights equivalent to one theoretical plate required for
a specified absorption job is equal to the number of theoretical plates, NTP. It
follows that

h ¼ HETPð Þ NTPð Þ ð60Þ

which is similar in form to equation 56. The HETP is a less fundamental variable
than the heights of the transfer units, and it is more difficult to translate HETPs
from one situation to another. Only for linear operating and equilibrium lines
can they be related analytically to HOG as shown later by equation 86.
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4.2. Simplified Design Procedures for Linear Operating and
Equilibrium Lines

Logarithmic-Mean Driving Force. As noted earlier, linear operating lines
occur if all concentrations involved stay low. Where it is possible to assume that
the equilibrium line is linear, it can be shown that use of the logarithmic mean of
the terminal driving forces is theoretically correct. When the overall gas-film
coefficient is used to express the rate of absorption, the calculation reduces to
solution of the equation

LM x1 � y2ð Þ ¼ GM y1 � y2ð Þ ¼ KOGaPh y � y	ð Þav ð61Þ

where

y � y	ð Þav¼
y1 � y	1
� �

� y2 � y	2
� �

ln y1 � y	1
� �

= y2 � y	2
� �� � ð62Þ

In these cases, a quantitative significance can be given to the concept of a trans-
fer unit. Because HOG¼GM/KOGaP, it follows from equations 61 and 56 that

NOG ¼ yi � y2

y � y	ð Þav

Therefore, in this case, one transfer unit corresponds to the height of packing
required to effect a composition change just equal to the average driving force.

Number of Transfer Units. For relatively dilute systems the ratios invol-
ving yBM, y	BM, and 1� y approach unity so that the computation of HOG from
equation 59 and NOG from equation 58 may be simplified to

HOG ¼ HHG þ mGM

LM

� �
HL ð63Þ

NOG � NT ¼
Z y1

y2

dy

y � y	
ð64Þ

Equation 64 is a rigorous expression for the number of overall transfer units for
equimolar counterdiffusion, in distillation columns, for instance.

For cases in which the equilibrium and operating lines may be assumed lin-
ear, having slopes LM/GM and m, respectively, an algebraic expression for the
integral of equation 64 has been developed (86):

NOG � NT ¼
ln 1 � mGM

LM

� �
y1 � mx2

y2 � mx2

� �
þ mGM

LM

� �

1 � mGM

LM

ð65Þ

The required tower height may thus be easily calculated using equation 56,
where HOG is given by equation 63 and NOG by equation 65.
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4.3. Rapid Approximate Design Procedure for Curved Operating
and Equilibrium Lines. If the operating or the equilibrium line is nonlinear,
equation 65 is of little use because mGM/LM will assume a range of values over
the tower. The substitution of effective average values for m and for LM/GM into
equations 59 and 65 obviates lengthy graphical or numerical integrations and
leads to a quick, approximate solution for the required tower height (4).

The effective average values of m and LM/GM were determined in a compu-
tational study covering hundreds of hypothetical absorber designs for gas
streams containing up to 80 mol% of solute for recoveries from 81 to 99.9%. By
numerical integration, precise values were obtained for NOG and NT. By solving
equation 65 numerically for each of the design cases, average values of the slope
of the equilibrium line m and average flow ratios LM/GM¼Rav were found which
gave the same NT when substituted into equation 65 as the graphical or numer-
ical integration.

It was found that the effective average LM/GM ratio, Rav, could be correlated
satisfactorily as a function of the terminal values R1 and R2, of the change in the
mole fraction of the absorbed component over the tower, and of the fractional
approach to equilibrium y	1=y1 between the concentrated gas entering the
tower and the liquid leaving. Figure 10 shows the resulting correlation for
cases with LM/GM> 1. No correlation was obtained when this ratio was less
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than unity. The effective average slope of the equilibrium line, m, was correlated
as a function of the initial slope m2, of the slope mc of the chord connecting the
points on the x-y diagram with the coordinates (x1; y

	
1) and (x2; y

	
2), and of various

other parameters as shown in Figure 11. Figure 11a applies when the equili-
brium line is concave upward, ie, mc/m2; and Figure 11b applies when the cur-
vature is concave downward, mc/m2.

The recommended design procedure uses the values of (LM/GM)av and m
from Figures 10 and 11 in equation 65 and yields a very good estimation of NT

despite the curvature of the operating and the equilibrium lines. This value
differs from NOG obtained by equation 58 because of the y	BM=ð1 � yÞ term in
the latter equation. A convenient approach for purposes of approximate design
is to define a correction term DNOG which can be added to equation 64:

NOG ¼ NT þ�NOG ð66Þ

For cases in which y	BM may be represented by arithmetic mean (87),

�NOG ¼ 1

2
ln

1 � y2

1 � y1
ð67Þ

Equation 67 is sufficiently accurate for most situations.
The average slopes Rav and m from Figures 10 and 11 may also be used in

equation 63 to compute HOG although equation 59, with some suitable averages
of y*

BM and xBM, should be preferred. Use of point values at an effective average
liquid concentration given by equation 68 is suggested.

�xx ¼ R2

Rav
� 1

� �
= R2 � 1ð Þ ð68Þ

In many situations, however, especially when m> 1, the results using the
simpler equation 63 are virtually the same. The required tower height is finally
calculated by means of equation 56.

4.4. Drift Flux Correction for Pseudobinary Cases
Equimolar Counterdiffusion. Just as unidirectional diffusion through

stagnant films represents the situation in an ideally simple gas absorption pro-
cess, equimolar counterdiffusion prevails as another special case in ideal distilla-
tion columns. In this case, the total molar flows LM and GM are constant, and the
mass balance is given by equation 44. As shown earlier, no yBM factors have to be
included in the derivation and the height of the packing is

hT ¼
Z y1

y2

HG
dy

y � yi
ð69Þ

NOG is given by NT:

NOG ¼
Z y1

y2

dy

y � y	
ð70Þ
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and HOG is rigorously defined by equation 63. It must, however, be retained
under the integral because m usually changes over the tower:

h ¼
Z y1

y2

HOG
dy

y � y	
ð71Þ

General Situation. Both unidirectional diffusion through stagnant media
and equimolar diffusion are idealizations that are usually violated in real pro-
cesses. In gas absorption, slight solvent evaporation may provide some counter-
diffusion, and in distillation counterdiffusion may not be equimolar for a number
of reasons. This is especially true for multicomponent operation.

A simple treatment is still possible if it may be assumed that the flux of the
component of interest A through the interface stays in a constant proportion to
the total molar transfer through the interface over the entire tower and by treat-
ing multicomponent absorption as pseudobinary cases:

P
Nj

NA
¼ tA ¼ constant ¼

P
�gj

�gA
ð72Þ

where Dgj¼ total moles of component j absorbed over the tower. It will generally
suffice to compute tA from preliminary estimates of Dgj and DgA, the total mass
transfer of each component over the tower.

The mass balance for A is best represented as a straight line in hypothetical
coordinates Y0 and X0:

Y0
A ¼ L0

M

G0
M

X0
A � X0

A;2

 �
þ Y0

A;2 ð73Þ

where Y0
A¼ yA/(1� tAyA), X0

A¼ xA/(1� tAxA), G0
M¼GM/(1� tAyA), and L0

M¼LM/
(1� tAxA), G0

M and L0
M are always constant, whereas GM and LM are not. For

unimolecular diffusion through stagnant gas (tA¼ 1), Y0 and X0 reduce to Y 0

and X0 G0
M and L0

M reduce to G0
M and L0

M; equation 73 then becomes equation
43. For equimolar counterdiffusion tA¼ 0, and the variables reduce to y, x, GM

and LM, respectively, and equation 73 becomes equation 44 . Using the film factor
concept and rate equation 28, the tower height may be computed by

hT ¼
Z y1

y2

HG
Yf

1 � tAyAð Þ
dyA

yA � yAið Þ ð74Þ

yAi is found as usual through tie lines of the slope

yA � yAi

xA � xAi
¼ � LM

GM

HG

HL

Yf

Xf
ð75Þ

where

LM

GM
¼ L0

M 1 � tAyAð Þ
G0

M 1 � tAxAð Þ
ð76Þ
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It may be noted that the above system of equations is quite general and encom-
passes both the usual equations given for gas absorption and distillation as well
as situations with any degree of counterdiffusion. The exact derivations may be
found elsewhere (4). The system of equation is, however restricted to cases that
may be treated as pseudo binary (see Section 3.3).

4.5. Nonisothermal Gas Absorption
Nonvolatile Solvents. In practice, some gases tend to liberate such large

amounts of heat when they are absorbed into a solvent that the operation cannot
be assumed to be isothermal, as has been done thus far. The resulting tempera-
ture variations over the tower will displace the equilibrium line on a y� x diagram
considerably because the solubility usually depends strongly on temperature.
Thus nonisothermal operation affects column performance drastically.

The principles outlined so far may be used to calculate the tower height as
long as it is possible to estimate the temperature as a function of liquid concen-
tration. The classical basis for such an estimate is the assumption that the heat
of solution manifests itself entirely in the liquid stream. It is possible to relate
the temperature increase experienced by the liquid flowing down through the
tower to the concentration increase through a simple enthalpy balance, equation
77, and thus correct the equilibrium line in a y� x diagram for the heat of
solution as shown in Figure 12,

TL � TL2 þ
xA � xA2ð ÞHOS

xACqA þ 1 � xAð ÞCqB
ð77Þ

2

1

A B

Isotherm for TL,2

Is
ot

he
rm

al
 e

qu
il
ib

ri
um

 l
in

es

Fig. 12. Simple model of adiabatic gas absorption. (A) nonisothermal equilibrium line for
overall gas-phase driving force: y*¼ f(x, TL); (B) nonisothermal equilibrium line for indi-
vidual gas-film driving force: yi¼ f(xi).
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where TL is the liquid temperature, 8C; TL2 is the temperature of the entering
liquid, 8C; Cqj is the liquid molar heat capacity of component j; HOS is the integral
mean heat of solution of solute. For each pair of values for xA and TL obtained
from equation 68 it is possible to evaluate y	ðx;TL), the concentration in equili-
brium with the bulk of the liquid phase, and to place the equilibrium line for the
overall driving force (Fig. 12A). The line connecting the actual interfacial concen-
trations (yi, xi), Figure 12B, does not coincide with line A unless there is no liquid
mass transfer resistance. However, because the interfacial temperature Ti and
the bulk liquid temperature TL usually are virtually equal, the equilibrium con-
centration y* and the actual interfacial concentration yi are connected by an
isotherm. Line B may therefore be constructed as shown on the basis of line A,
tie lines, and isothermal equilibrium lines. Line B may be used in conjunction
with equation 48 to compute the required depth of packing.

General Case. The simple adiabatic model just discussed often represents
an oversimplification, since the real situation implies a multitude of heat effects:
(1) The heat of solution tends to increase the temperature and thus to reduce the
solubility. (2) In the case of a volatile solvent, partial solvent evaporation absorbs
some of the heat. (This effect is particularly important when using water, the
cheapest solvent.) (3) Heat is transferred from the liquid to the gas phase and
vice versa. (4) Heat is transferred from both phase streams to the shell of the
column and from the shell to the outside or to cooling coils.

In the general case, the temperature profile is determined simultaneously
by all of the four heat effects. The temperature influences the transfer of mass
and heat to a large extent by changing the solubilities. This turns the simple
gas absorption process into a very complex one and all factors exhibit a high
degree of interaction. Computer algorithms for solving the problem rigorously
have been developed (51,88,89) and several implementations are available in
kinetic or rate-based column modules in flowsheet simulators . Figure 13 depicts
typical profiles through an adiabatic packed gas absorber from one of these algo-
rithms (88,89). The calculations were carried out to solve a design example call-
ing for the removal of 90% of the acetone vapors present in an air stream by
absorption into water at an LM/GM ratio of 2.5. The air stream contained 6
mol % acetone and was saturated with water; the ambient temperature was 158C.

It is a typical feature of such calculations that the shapes of the liquid tem-
perature profiles are highly irregular and often exhibit maxima within the col-
umn. Such internal temperature maxima have been observed experimentally
in plate and packed absorbers (88,90,91), and the measured temperature profiles
can be shown to agree closely with rigorous computations. The appearance of an
internal hot spot (and eventually an internal pinch-point) in the absorber is rela-
tively common in natural gas sweetening with amines and in the absorption of
water vapor from air with organic salts of alkali metals. The temperature max-
imum occurs in part because the heat of solution causes the entering liquid
stream to be heated. In the lower part of the tower, however, the heat of absorp-
tion is smaller than the opposite heat effects of solvent evaporation and heat
transfer to the cold entering gas, so that the net effect is a cooling of the liquid
phase. These transfers are reversed in the upper part of the column, as is obvious
from Figure 13: The gas gives up heat to the liquid, is cooled, and some of the
solvent condenses from the gas stream into the liquid stream, which is heated
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Fig. 13. Computed rigorous profiles through an adiabatic packed absorber during the
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force (89).

60 ABSORPTION Vol. 1



much faster in this part of the column than would be the case with the absorption
alone. Figure 14 shows the rigorously computed y� x diagram for the same
example. The temperature maximum within the column produces a region of
reduced solubility reflecting itself in the typical bulge in the middle of the rigor-
ous equilibrium line. Since less acetone is absorbed in this part of the equipment,
the gas concentration curve exhibits a slight plateau (Fig. 13). This example may
also serve as a demonstration of the difficulty in estimating the required depth of
packing using simplifying assumptions (Table 2). The isothermal approximation
failed completely in this case and yielded 1.95 m of required packing as opposed
to the rigorously determined value of 3.63 m. Neglecting the temperature
increase completely, this model assumes a solubility which is much too large,
reflected by equilibrium line A, and thus underestimates the rigorous result
by 90%.

The standard way to correct for the heat of solution approximately is the
simple adiabatic model described on the preceding pages, which yields equili-
brium line B if the gas-phase driving force is used and line C on the basis of
the overall driving force. This model, however, is a poor representation of the
conditions prevailing in the absorber, as demonstrated by the deviation of its
equilibrium line B from the rigorous line D. The approximation underestimates
the true packing depth value of 3.63 m by more than one-third yielding 2.4 m
(Table 2).

These calculations emphasize how important it is to account for heat effects
even when performing quick, preliminary calculations. Since correct numerical
calculations are not quite straightforward due to the highly non-linear character
of the problem, a rapid approximate design procedure has been developped per-
mitting to assess the importance of deviations from isothermal conditions with-
out the need to resort to a computer (6,92).

4.6. Axial Dispersion Effects
Effect of Axial Dispersion on Column Performance. Another assump-

tion underlying standard design methods is that the gas and the liquid phases
move in plug-flow fashion through the column. In reality, considerable departure
from this ideal flow assumption exists (4) and different fluid particles travel
through the packing at varying velocities. The impact of this effect, which is
usually referred to as axial dispersion, on the concentration profiles is demon-
strated in Figure 15. The effect counteracts the countercurrent contacting
scheme for which the column is designed and thus lowers the driving forces
throughout the packed bed. Neglect of axial dispersion results in an overestima-
tion of the driving forces and in an underestimation of the number of transfer
units needed. It may therefore lead to an unsafe design.

Table 2. Comparison of Results of Different Design Calculations

Method used NOG

Required depth
of packing, m

rigorous calculation 5.56 3.63
isothermal approximation 3.30 1.96
simple adiabatic model 4.01 2.38
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Determination of separation efficiencies from pilot-plant data is also
affected by axial dispersion. Neglecting it yields high HG or HL values. Literature
data for this parameter have usually not been corrected for this effect.

The extent of axial dispersion occurring in a gas absorber can be deter-
mined by measuring the residence time distribution of both gas and liquid.
Based on classical flow models of axial dispersion, the result is usually expressed
in terms of two Peclet numbers (Pe), one for each phase. Peclet numbers tending
towards infinity indicate near-ideal plug flow, whereas vanishing values of Pe
indicate axial dispersion to such an extent that the phase begins to become
well back-mixed. When designing packed columns, the Peclet numbers
are usually estimated from literature correlations (93–95). Correlations for pre-
dicting Peclet numbers in large scale gas-liquid contactors are quite scarce, but
contributions have been made (96–100). Some of the available data have been
described (4) and a review of published correlations for liquid-phase Peclet num-
bers is also available (100). Figure 16 reproduces some data (96). Axial dispersion
data for bubble columns and other less common systems have also been pub-
lished (101–105).

When designing packed towers, axial dispersion can be accounted for by
incorporating terms for axial dispersion of the solute into the differential mass
balance equation 45. The integration of the resulting differential equations is
best effected by computer. Analytical solutions for cases having linear equili-
brium and operating lines have been developed (106,107). They are, however,
not explicit for the design case and are of such complexity that application for
design also requires a computer.

Rapid Approximate Design Procedure. Several simplified approximations
to the rigorous solutions have been developed over the years (101–105,107–110),
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Fig. 15. Effect of axial dispersion in both phases on solute distribution through counter-
current mass transfer equipment. A, piston or plug flow; B, axial dispersion in both
streams (diagrammatic). Reprinted with permission (4).
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but they all remain too complicated for practical use. A simple method proposed in
1989 (111,112) uses a correction factor accounting for the effect of axial dispersion,
which is defined as (107)

correction factor ¼ NTUap

NTU
ð78Þ

The parameter NTUap is the ‘‘exterior apparent’’ overall gas-phase number of
transfer units calculated neglecting axial dispersion simply on the basis of equa-
tion 65, whereas NTU stands for the higher real number of transfer units (NOG)
which is actually required under the influence of axial dispersion. The correction
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Fig. 16. Peclet numbers in large scale gas–liquid contactors using 2.54-cm Berl
saddles (���) or 2.54 cm (� �) or 5.08 cm (���) Raschig rings (96). Numbers on lines
represent G values ¼ gas flow in kg/(m2�s); dp ¼ nominal packing size; Uav ¼ super-
ficial velocity. To convert kg/(m2�s) to lb/(h-ft2) multiply by 737.5. Reprinted with
permission (4).
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factor ratio can be represented as a function of those parameters that are actu-
ally known at the outset of the calculation

NTUap

NTU
¼ f NTUap;

mG

L

� �
; Pex; Pey

� �
ð79Þ

Equation 79 is shown graphically in Figure 17a for a given set of conditions.
Curves such as these cannot be directly used for design, however, because the
Peclet number contains the tower height h as a characteristic dimension. There-
fore, new Peclet numbers are defined containing HOG as the characteristic
length. These relate to the conventional Pe as

PeHTU ¼ uHOG

Dax
¼ uh

Dax

HOG

h

¼ Pe
1

NOG
ð80Þ

The correction factor (NTU)ap/NTU as a function of PeHTU rather than Pe is
shown in Figure 17b. The correction factors given in Figures 17a and 17b can
roughly be estimated as

NTUap

NTU
� 1 � NTUap

ln S

S � 1
þ PexPey

Pey þ SPex

ð81Þ

NTUap

NTU
� PeHTU;yPeHTU;x

PeHTU;yPeHTU;x þ PeHTU;y þ SPeHTU;x
ð82Þ

In these equations, S denotes the stripping factor, mGM/LM. Equation 82 is only
valid for a sufficiently high number of transfer units so that the correction factor
becomes independent of NTUap.

In the original study (111), NTUap/NTU was calculated for thousands of
hypothetical design cases as a function of both Pe and PeHTU. The results were
correlated and empirical expressions were given that can be evaluated on a
handheld calculator, just as equations 81 and 82, but which approximate the
computer calculation much better, to within about þ/� 5%.

The recommended rapid design procedure consists of the following steps: (1)
The apparent NOG is calculated using equation 65. (2) The extent of axial disper-
sion is estimated from literature correlations for each phase in terms of Pe num-
bers and transformed into PeHTU values. (3) The correction factor NTUap/NTU is
estimated on the basis of the correlation given in the literature (111). A reason-
able, conservative estimate may also be obtained using equation 82, provided
NTUap> 5. When the apparent number of transfer units is divided by this correc-
tion factor, the value of NOG actually required under the influence of axial disper-
sion is obtained. (4) The packed tower height is found by multiplying NOG by
the true HOG. In order to obtain values for the latter, pilot-plant data has to be
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corrected for the influence of axial dispersion. This correction may be made in a
manner similar to that described above, but equation 81 would be used to esti-
mate the correction factor rather than equation (82).

4.7. Experimental Mass Transfer Coefficients. Hundreds of papers
have been published reporting mass transfer coefficients in packed columns.
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For some simple systems which have been studied quite extensively, mass trans-
fer data may be obtained directly from the literature (6). The situation with
respect to the prediction of mass transfer coefficients for new systems is still
poor. Despite the wealth of experimental and theoretical studies, no comprehen-
sive theory has been developed, and most generalizations are based on empirical
or semiempirical equations.

Liquid-Phase Transfer. It is difficult to measure transfer coefficients
separately from the effective interfacial area; thus data is usually correlated in
a lumped form, eg, as kLa or as HL. These parameters are measured for the liquid
film by absorption or desorption of sparingly soluble gases such as O2 or CO2 in
water. The liquid film resistance is completely controlling in such cases, and kLa
may be estimated as KOLa since xi& x* (Fig. 17). This is a prerequisite because
the interfacial concentrations would not be known otherwise and hence the driv-
ing force through the liquid film could not be evaluated.

The resulting correlations fall into several categories. Some are essentially
empirical in nature. Examples include a classical correlation proposed by Sher-
wood and Holloway (113).

HL ¼ 1

�

L




� �n

L

�LDL

� �0:5

ð83Þ

The values of a and n are given in Table 3; typical values for DL can be found
in Table 4. The exponent of 0.5 on the Schmidt number (mL/rLDL) supports the
penetration theory. Further examples of empirical correlations provide partial
experimental confirmation of equation 83 (3,114–118). The correlation reflecting
what is probably the most comprehensive experimental basis, the Monsanto
Model, also falls in this category (118,119). It is based on 545 observations
from 13 different sources and may be summarized as

HL ¼ �Cfl
h

3:05

� �0:15

Sc0:5
L ð84Þ

The packing parameter f(m) reflects the influence of the liquid flow rate as
shown in Figure 18. Cfl reflects the influence of the gas flow rate, staying at

Table 3. Values of Constants for Equation 83

Packing Size, cm aa ab n

Raschig rings 0.95 3120 550 0.46
1.3 1390 280 0.35
2.5 430 100 0.22
3.8 380 90 0.22
5.1 340 80 0.22

Berl saddles 1.3 685 150 0.28
2.5 780 170 0.28
3.8 730 160 0.28

a Valid for units kg, s, m.
b Valid for units lb, h, ft.
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unity <50% of the flooding rate but beginning to decrease above this point.
At 75% of the flooding velocity, Cfl¼ 0.6. ScL is the Schmidt number of the
liquid.

Other correlations based partially on theoretical considerations but made to
fit existing data also exist (121–128). A number of researchers have also
attempted to separate kL from a by measuring the latter, sometimes in terms
of the wetted area (56,129,130). Finally, a number of correlations for the mass
transfer coefficient kL itself exist (131,132). These are based on a more funda-
mental theory of mass transfer in packed columns (133–136). Although certain
predictions were verified by experimental evidence, these models often cannot
serve as design basis because the equations contain the interfacial area a as
an independent variable. Only few correlations for the interfacial area in struc-
tured packing are available (122,124). Based on a mechanistic model for mass
transfer, a way to estimate HETP values for structured packings in distillation
columns has been proposed (137), yet there is a clear need for more experimental
data in this area.

Gas-Phase Transfer. The height of a gas-phase mass transfer unit, or
kGa, is normally measured either by vaporization experiments of pure liquids,
in which no liquid mass transfer resistance exists, or using extremely soluble
gases. In the latter case, m is so small that the liquid-film resistance in equation
7 is negligible and the gas-film mass transfer coefficient can be observed as
kGa&KOGa and yi& y*. The experiments are difficult because they have to be
carried out in very shallow beds. Otherwise, all of the highly soluble gas is
absorbed and the driving force cannot be evaluated. The resulting end effects
are probably the main reason for the substantial disagreement of the published
data, which have been reported to vary some threefold for the same packing and
flow rates (137). Furthermore, the effective interfacial areas seem to differ for
absorption and vaporization (138). During the absorption experiments, the
many stagnant or semistagnant pockets of liquid which exist in a packing tend
to become saturated and thus ineffective. This is not the case in vaporization
experiments where the total effective interfacial area consists of the surface
area of moving liquid plus the semistagnant liquid pockets.

Table 4. Diffusion Coefficients for Dilute Solutions of
Gases in Liquids at 208C

Gas Liquid DL; m2=s � 10�9

CO2 water 1.78
Cl2 water 1.61
H2 water 5.22
HCl water 0.61
H2S water 1.64
N2 water 1.92
N2O water 1.75
NH3 water 1.83
O2 water 2.08
acetone water 1.61
benzene kerosene 1.41
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Fig. 18. Improved packing parameters f for liquid mass transfer: (a) ceramic Raschig
rings; (b) metal Raschig rings; (c) ceramic Berl saddles; (d) metal Pall rings (119).
Reprinted with permission (120).

68 ABSORPTION Vol. 1



The correlation of HG based on the most extensive experimental basis is
again the Monsanto model (119):

HG ¼  
3:28d0

c

� �m
h=3:05ð Þ1:3

737Lf
f�f�
� �n Sc0:5

G ð85Þ

where d0
c is the lesser of 0.61 or column diameter, m; fm=(mL/mw)0.16; fr¼

(rL/rw)�1.25; fs¼(sL/sw)�0.8; ScG¼Schmidt number of the gas. The packing
parameter c in m, depends on the gas flow rate as shown in Figure 19. Values
of the diffusivity of various solutes in air and typical Schmidt numbers for use in
equation 85 are found in Table 5. The exponents m and n adopt the values of
1.24 and 0.6, respectively, for rings as packing materials, and 1.11 and 0.5, for
saddles.

Mass transfer coefficients in the gas phase for traditional (dumped) pack-
ings are often computed from the correlation of Onda, either in the original
form (56) or in a more recent and improved form (55). Useful correlations for
structured packings have been published by Bravo and co-workers (53) and Spie-
gel and Meier (139). Software packages implementing kinetic design methods
typically offer a number of alternatives for mass transfer correlation (123).

Another type of experiment to measure kG separately from other factors
consists of saturating packings made from porous materials using a volatile
liquid and subsequently drying it by passing a stream of inert gas through the
packing (140–143). Since the surface of the packing is normally known in
these experiments, kG can be computed. Application of these kinds of data to
gas absorption design is difficult, however, because of the different, unknown
effective interfacial areas when two phases are flowing through the packing. A
similar approach was used by evaporating naphthalene from a packing made
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rings; (b) metal Rashig rings; (c) ceramic Berl saddles; (d) metal Pall rings (119).
Reprinted with permission.
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from this material (130,138). The mass transfer coefficient kG measured in this
manner was then combined with kG a data (144) to determine the effective area,
which was found to be fairly independent of gas rate up to the loading point. The
data bank underlying the Monsanto Model and literature correlations for kG and
kL (130,138) have also been used (145) to develop a new correlation for packed
distillation columns.

Height Equivalent to a Theoretical Plate. Provided both the equilibrium
and operating lines are straight, HETP values may be estimated by combining

Table 5. Values of the Diffusion Coefficient DA and of lG/DAqG for Various Gases in
Air at 08C and at Atmospheric Pressurea

CAS
Registry
Number

DA, m2=s � 10�5 mG

Gas Calculated Experiment rGDA

acetic acid [64-19-7] 1.05 1.26
acetone [67-64-1] 0.83 1.60
ammonia [7664-41-7] 1.62 2.17 0.61
benzene [71-43-2] 0.72 0.78 1.71
bromobenzene [108-86-1] 0.67 1.71
butane [106-97-8] 0.75 1.77
n-butyl alcohol [71-36-3] 0.69 1.88
carbon dioxide [124-38-9] 1.19 1.39 0.96
carbon disulfide [75-15-0] 278.00 1.48
carbon tetrachloride [56-23-5] 0.61 2.13
chlorine [7782-50-5] 0.92 1.42
chlorobenzene [108-90-7] 0.61 2.13
chloropicrin [76-06-2] 0.61 2.13
2,20-dichloroethyl sulfide

(mustard gas)
[505-60-2] 0.56 2.44

ethane [74-84-0] 1.08 1.22
ethyl acetate [141-78-6] 0.67 0.72 1.84
ethyl alcohol [64-17-5] 0.94 1.03 1.30
ethyl ether [60-29-7] 0.69 0.78 1.70
ethylene dibromide [106-93-4] 0.67 1.97
hydrogen [1333-74-0] 5.61 0.22
methane [74-82-8] 1.58 0.84
methyl acetate [79-20-9] 0.94 1.57
methyl alcohol [67-56-1] 1.22 1.33 1.00
naphthalene [91-20-3] 0.50 2.57
nitrogen [7727-37-9] 1.33 0.98
n-octane [111-65-9] 0.50 2.57
oxygen [7782-44-7] 1.64 1.78 0.74
pentane [109-66-0] 0.67 1.97
phosgene [75-44-5] 0.81 1.65
propane [74-98-6] 0.89 1.51
n-propyl acetate [109-60-4] 0.67 0.67 1.97
n-propyl alcohol [71-23-8] 0.81 0.86 1.55
sulfur dioxide [7446-09-5] 1.03 1.28
toluene [108-88-3] 0.64 0.72 1.86
water [7732-18-5] 1.89 2.19 0.60

a The value of mG/rG is that for pure air, 1:33 � 10�5 m2=s. Diffusion coefficients may be corrected for
other conditions by assuming them proportional to T2/3 and inversely proportional to P. The Schmidt
numbers depend only weakly on temperature (139).
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the HG and HL values predicted by the above correlations and by translating the
resulting HOG into HETP by combining equations 56, 60, and 65 with equation
95, which is discussed under bubble tray absorption columns:

HETP ¼ ln mGM=LMð Þ
mGM=LMð Þ � 1

HOG ð86Þ

The HETP values obtained in this way have been compared to measured values
in data banks (119) and statistical analysis reveals that the agreement is better
when equations 84 and 85 are used to predict HG and HL than with the other
models tested. Even so, a design at 95% confidence level would require a safety
factor of 1.7 to account for scatter. The use of HETP in the special case of absorp-
tion with chemical reaction is discouraged, since the equilibrium line for many
systems of chemical absorption is virtually horizontal. Therefore the absorption
factor defined in the usual way LM/GMm tends to infinity , the number of theore-
tical plates required apparently goes to zero and the height equivalent to a the-
oretical plate predicted by equation 86 tends to infinity. The more natural HTU/
NTU approach is preferred (even for horizontal equilibrium line, the integral
that defines the required NTU is well behaved).

5. Case Studies

In real-world situations one will sometimes be confronted simultaneously with
several of the complications treated schematically above. Standard design pro-
ceedures may then yield little more than a first approximate idea of packing
requirements and column operation. Even a trustwothy preliminary design
should be based in such situations on a computer calculation of the concentration
profiles. As an illustration of how the principles of mass transfer and packed col-
umn design discussed earlier may be used in computer models, we present in
what follows two relatively complex real-world cases of gas absorption processes.

5.1. Absorption with Chemical Reactions. The number and variety
of industrial applications of absorption with chemical reaction has grown signif-
icantly in the last decade, partly driven by environmental considerations and
partly by the increased use of natural gas as an energy source. Some typical
applications include the absorption of NOx in aqueous solutions in the synthesis
of nitric acid (68) or in caustic in the synthesis of sodium nitrite (69), selective
and unselective absorption of H2S from sour gas streams, possibly containing
large amounts of CO2 using amines, refinery sour water stripping operations,
regenerative Wellman-Lord desulfurization of flue gases by means of sodium
sulfites (70).

Such applications almost invariably involve a complex set of reactions, the
chemical reaction kinetics and equilibrium data of which are not always avail-
able or reliably known. These difficulties represent a serious obstacle to the
rigorous design of chemical absorbers. Consequently, designs are very often com-
plemented by extensive laboratory and pilot plant tests. In spite of design uncer-
tainties, the benefits to be gained from gas absorption with chemical reaction
have not been overlooked by the chemical and petrochemical industries and
new applications and processes appear continually (71).
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The selective absorption of H2S from CO2-rich sour natural or process gases
is a good illustration of the significant advances achieved in the field and moti-
vated by the increased use of sour natural gases: up to approx. the early 1980s
large amounts of sweet natural gases, containing little if any H2S and CO2 were
readily available. Such gases could be treated with unselective solvents that
absorbed both acid components. As production from sweet gas wells started to
dwindle, other sour natural gas sources had to be tapped.

Treating such sour gases with a conventional amine (like monoethanola-
mine MEA) in order to reduce H2S concentrations to an acceptable level would
lead to the absorption of a very large fraction of the accompanying CO2. The
resulting absorption plant would then be unnecessarily overdesigned, both
in the size of the equipment and in the energy requirements for amine regenera-
tion. Through the use of amines such as methyl-diethanolamine (MDEA) or of
the sterically hindered 2-amino-2-methyl-1-propanol (AMP) it is nowadays possi-
ble to meet H2S specifications while co-absorbing a moderate amount of CO2 thus
greatly improving the economics of the process. Hindered amines are finding
increased application in this area since it is generally believed that steric effects
reduce the stability of the carbamates formed by the amine with CO2. The carba-
mates readily undergo hydrolysis and release free amine that again reacts with
CO2 thus increasing the loading capacity of the amine. In addition, hindered
amines demonstrate very good selectivity towards H2S in the presence of CO2.
Consequently, hindered amines have found their way into commercial gas
treating processes such as Flexsorb SE (72). However, even in well documented
cases, like H2S/CO2 absorption with AMP (73,74) the chemical complication of
the system can be appreciable. As an illustration of the type of calculations
involved in gas absorption with subsequent chemical reaction in the liquid
phase, we will consider the absorption of moderate amounts of carbon dioxide
CO2 and hydrogen sulphide H2S (in a molar ratio of 3:1) from a low pressure
fuel gas stream into a methyl-diethanolamine (MDEA) solution. This application
is a good representative of a typical sweetening application for a semi-sour refin-
ery fuel gas (71). Absorption will be carried out in a column packed with struc-
tured packing. At the relatively low specific liquid load required (15 m3/m2 h),
there is no appreciable hydrodynamic gas-liquid interaction and liquid flow
over the corrugated metal packing sheets is laminar to a very good approxima-
tion (see Refs. 54, 139 for a detailed description of the packing geometry). For the
time being, we will assume that no appreciable heat effects need to be taken into
account, ie, we will consider isothermal absorption only.

Mass transfer in the gas phase will be handled by means of mass transfer
coefficients valid for structured packings (53,132,139). We will focus on a short
section of packing between two bends. Additionally, we will assume the diffusive
contribution to the flux in the direction of the liquid flow to be negligible with
respect to convection, ie, the mechanism of transfer across the liquid film is dif-
fusion, whereas along the film convection is the dominant mechanism.

The following table lists the chemical species present in the system:

species H2O OH� H3Oþ CO2 HCO3
� CO3

2� H2S HS� S2� MDEA MDEAþ

species
label

1 2 3 4 5 6 7 8 9 10 11
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The reactions to be considered are:

1. Water dissociation:

2 H2O $ H3Oþ þ OH�

2. CO2 first dissociation:

CO2 þ 2 H2O $ H3Oþ þ HCO�
3

3. CO2 second dissociation:

HCO�
3 þ H2O $ H3Oþ þ CO2�

3

4. H2S first dissociation:

H2S þ H2O $ H3Oþ þ HS�

5. H2S second dissociation:

HS� þ H2O $ H3Oþ þ S2�

6. MDEA protonation:

H3Oþ þ MDEA $ MDEAHþ þ H2O

Proper kinetics will be taken into account for all the previous reactions, i.e. we
will not assume chemical equilibrium for any of these reactions. We have kept
the previous set of chemical reactions as complete as possible for illustration pur-
poses and because for a general system it is not always obvious a priori which, if
any, of a set of reactions can be neglected or treated in simplified manner. For
H2S and CO2 absorption in MDEA, it is usual to reduce the number of chemical
reactions (and accompanying kinetic parameters) by neglecting the concentra-
tions of S2� and CO3

2�. This would be reasonable in the present case because,
for both gases, the second dissociation constant is at least a factor of 1000 smaller
than the first one. A usual second assumption is to neglect OH� and Hþ concen-
trations at all gas loadings (146) because both MDEA and acid gases are a weak
base and weak acids in water, respectively.

Extensive transport, kinetic and thermodynamic data for this system are
available in Refs. 146–153. The assumptions stated above of isothermal opera-
tion, liquid laminar flow, use of mass transfer coefficients for the gas phase
and no axial dispersion due to diffusion allow us to write balance equations for
all components in the liquid control volume defined in Figure 20. This figure
represents the flow between two bends in a packing element. Upon reaching
the next bend, the fluid is mixed and concentration gradients across the film
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equalized. A succession of such laminar flows followed by complete mixing is a
widely accepted mechanism for liquid side mass transfer in structured packings
(22,145). Mass transfer and complex chemical reaction in each of the laminar
flow sections can therefore be treated naturally by means of the following
scheme:

For each of the species, the following differential mole balance equation
must hold in the liquid domain O1:

�Di
@2c1

@x2
þ vz

@cj

@z
�
X

j

rij ¼ 0 i ¼ 1; 11 j ¼ 1; 6 ð87Þ

where vz¼ 3/2 v̄ (x/d)2 is the velocity profile across the film, v̄ is the average liquid
velocity (proportional to the liquid throughput), d is the film thickness and rij is
the reaction velocity for species i in reaction j (here we follow the nomenclature
and sign conventions of Ref. 154).
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Fig. 20. Schematic of contercurrent absorption from a gas into a laminar film flowing
along a structured packing.
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In the gas domain O2, the following differential mode balance equations
must hold for the two species undergoing transfer:

dpco2

dz
¼ �Pkg;CO2

G
ðpCO2

� HCO2
cCO2

Þ ð88Þ

dpH2S

dz
¼ �Pkg;H2S

G
ðpH2S � HH2ScH2SÞ ð89Þ

where P is the total pressure in the column and G the gas load (moles per unit
area per unit time).

In addition, for Eq. (87) the following boundary conditions must be imposed:

ciðx; 0Þ ¼ 0 for i ¼ 4 � 9; 11

cjðx; 0Þ ¼ c0
i for i ¼ 1; 2; 3; 10

which correspond to inlet of unloaded MDEA solution at the top. Boundary con-
ditions for mass transfer across the film must also be imposed:

�Di
@cj

@x
x¼�
8z

¼ 0
��� for i ¼ 1; 2; 3; 5; 6; 8 � 11

�DCO2

@cCO2

@x
x¼�
8z

¼ kg;CO2
ðpCO2

� HCO2
cCO2

Þ
��� ð90Þ

�DSH2

@cSH2

@x
x¼�
8z

¼ kg;SH2
ðpSH2

� HSH2
cSH2

Þ
��� ð91Þ

And finally,

�Di
@ci

@x
x¼0
8z

¼ 0 for i ¼ 1 � 11
���

at the surface of the packing (packing impenetrable to mass transfer).
For Eqs. (88) and (89) the following gas inlet boundary conditions must be

imposed:

pCO2
ðLÞ ¼ p0

CO2
and pH2SðLÞ ¼ p0

H2S

where p0
CO2

and p0
H2S are the partial pressures of the sour components at the

gas inlet (z¼L).
The solution sought are thus the concentrations of all species throughout

the liquid domain and the partial pressures of the sour components in the gas
domain.

Although these equations are quite simple to write formally, they contain
terms such as Henry’s constants, which are reather tedious to compute, since
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they are a complicated function of composition, temperature and pressure (eg, in
the present example, the Clegg-Pitzer equation of state was used to describe sour
gas solubility).

It is important to keep in mind that this approach leads to a rather large
system of mixed partial (for the liquid phase, where reaction and diffusion
take place) and ordinary (for the gas phase where the mass transfer formalism
is applied) differential equations. The equations in the liquid domain are
strongly coupled through the kinetic terms rij. The solution of the system is
further complicated by numerical difficulties which appear if variables are not
scaled properly. Marching or multiple shooting methods (155) are not very suc-
cessful in this type of calculations. Nevertheless, the geometry of the example is
simple enough so that rather straightforward Finite Differences (FD) methods
can be used. In a general case with a more complex geometry, however, a Finite
Element (FE) approach is mandatory. Figure 21 shows the concentration profiles
of the sour components in the film at four different positions along the packing
computed using a FE method to solve the set of Eqs. 87–89 with their boundary
conditions.

Doubly ionized species are present in very low concentrations, as expected.
Hence the usual assumption of neglecting them in practical calculations. Addi-
tionally, the selective absorption of CO2 over H2S by the amine is also evident
(notice the differences in scales in the ordinates of both plots). Although the
amount of CO2 in the gas feed is three times larger than that of H2S, the selec-
tivity of MDEA results in a enhanced absorption of hydrogen sulfide, as is shown
by the concentration of HS� being approximately ten times higher than that of
bicarbonate at all locations within the film. Higher point selectivities can be
reached in practice by careful selection of solvent, column internals and operat-
ing conditions. For column and internal optimization, the problem has to be
solved repeatedly, and especialized software packages (see below under Design
of Nonisothermal Scrubbers with Chemical Reactions) are a requirement.

Although computationally expensive, the advantage of this approach is that
it is rate-based and yields full information on concentration profiles for all com-
ponents. In addition, concentration dependent diffusivities can be incorporated
in the calculation easily.

5.2. Nonisothermal Scrubbers with Chemical Reactions. Amine
scrubbers may serve as an example for gas absorption processes involving both
chemical reactions and heat effects. In addition to detailed knowledge of trans-
port, equilibrium and reaction kinetics, the design of amine scrubbers has to take
into account large absorption heat effects (see section on Nonisothermal Gas
Absorption above). Complex design cases like gas sweetening require an under-
standing of both phase behavior coupled with chemical equilibrium and mass
transfer accompanied by chemical reactions (75,76). The complexity of the design
makes it necessary to resort to highly specialized software packages (AMSIM
from DBR Software Inc, Hysys from Hyprotech/AEA Technology plc, PROSIM
and TSWEET from Bryan Research and Engineering, Inc, etc) or to special
packages within general purpose flowsheet simulators. Most flowsheet simula-
tors contain nowadays optional data packages in which full kinetic and equili-
brium data are contained (ASPEN PLUS from Aspen Technologies, PRO/II
from SimSci, Design II from WinSim, Inc., etc).
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These special-purpose programs or packages typically utilize a modified
form of the Murphree Stage Efficiency model to calculate the stage efficiency
at each stage in the column, rather than using an ideal stage approach for the
entire column. This allows the calculation of individual component stage efficien-
cies as a function of pressure, temperature, phase compositions as well as kinetic
and mass transfer parameters. Alternatively, they use more advanced and
rigorous approaches, based on nonequilibrium models and even including the
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Fig. 21. Concentration profiles across liquid film for sour components. Isothermal case.
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possibility of dynamic modeling (51,77). It must be said that these advanced
design techniques are very demanding in terms of computation and its industrial
application is therefore not very widespread yet. Nevertheless given the rapid
growth of performance/cost ratio for computing hardware, they will very prob-
ably see increased usage in coming years. The sophistication of numerical design
procedures has reached a point where the current limiting factor in practice,
from the user’s point of view is the availability of reliable thermodynamic, che-
mical and transport properties.

In order to illustrate a rigorous calculation procedure for chemical reaction
with heat effects, we will again consider the sour gas sweetening example
already presented but we will now remove the assumption of isothermal opera-
tion. This situation arises when the reaction enthalpies and the rate of absorp-
tion of sour gases (i.e. the heat release rate) are sufficiently high. Assuming the
reaction heat to remain entirely in the liquid, the system of equations (87–89
plus boundary conditions) are still valid if we now consider temperature depen-
dent physical properties (reaction rates, specific heats, diffusivities, etc).

In addition, that system must be augmented by an energy balance equation
with takes the form:

�ksol
@2T

@x2
þ vz�Cp

@T

@z
�
X

j

rijðTÞ�HRij
ðTÞ ¼ 0 j ¼ 1; 6

in which ksol, r, and Cp are the thermal conductivity, the density of the solution
and the specific heat of the solution (themselves weak functions of composition
and temperature) and DHRij

(T) is the molar enthalpy of reaction number j
referred to component i. Component i is the component to which chemical reac-
tion rates and enthalpy of reaction are referred (154). Unlike the other thermo-
physical properties the term rij is very strongly temperature dependent (usually
an Arrhenius dependence).

Under the assumption of no heat transfer between gas and liquid, the
proper boundary conditions for the liquid temperature field are

@T

@x
x¼0
8z

¼ 0
���

at the surface of the packing (by symmetry, since both sides of the packing are
covered by liquid),

@T

@x
x¼�
8z

¼ 0
���

at the gas–liquid interphase and

Tðx; 0Þ ¼ T0

at the inlet, where T0 is the known inlet temperature of the liquid. The augmen-
ted system of equations necessitates numerical solution in order to obtain the
concentration and temperature fields. Figure 22 shows the effect that taking
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the heats of reaction into account has on the concentration profiles for the species
associated with sour components:

Since the formation of both bicarbonate and hydrosulfide are both exother-
mic, temperature increases throughout the liquid film, but most appreciably
close to the interphase. Sour component solubilities in this region drop corre-
spondingly, leading to a reduction in the amounts absorbed. The overall rate of
absorption drops by 28%. Selectivity, however, remains approximately the same
as in the isothermal case.

0 0 .5 1 .0 1 .5 2 .0 2 .5
0

.2 5

.5 0

.7 5

1 .0
C

on
ce

nt
ra

tio
n 

 (
m

ol
/m

3 )

Distance from gas-liquid interface (10-3 m)

H C O 3
- co ncen tra tio n

L =  2 cm  (c lo se to  to p  o f packin g elem en t) 

L =  5  cm

L =  1 0  cm

L =  2 1 cm  (bo ttom  o f 
packin g  e lem en t)

0 0 .5 1 .0 1 .5 2 .0 2 .5
0

1 .0

2 .0

3 .0

4 .0

C
on

ce
nt

ra
tio

n 
 (

m
ol

/m
3 )

Distance from gas-liquid interface (10-3 m)

H S - con cen tra tion

L =  2  cm  (c lose  to  top  o f packin g  elem en t) 

L =  5  cm
L =  10  cm

L =  2 1 cm  (b ottom  o f 
p ack in g  e lem en t)

29 5

30 0

30 5

31 0

T em peratu re  a t L = 10  cm

Te
m

pe
ra

tu
re

  (
K

)

Fig. 22. Concentration profiles a cross liquid film for sour components. Nonisothermal
case.

Vol. 1 ABSORPTION 79



The results presented in Figure 21 were obtained under the assumption
that no heat transfer takes place by conduction or convection between both
phases. This approximation can be removed, if interphase heat transfer coeffi-
cients are known, by adding another heat balance (ordinary differential)
equation for the gas. In industrial practice it is however quite usual to work
under the adiabatic assumption for the liquid phase in the cases where the gas
is cooler than the liquid or where solvent evaporation takes place. The assump-
tion of adiabatic liquid phase eliminates the cooling effect of the gas and thus
leads to higher liquid temperatures, less effective absorption and to correspond-
ingly more conservative design of contacting equipment.

A similar situation is often encountered for heat effects due to evaporation
or condensation of solvent: the latent heat can be a cause of cooling or heating of
the liquid phase that can be incorporated in the equations above adding the term
for release of latent heat in the energy balance equation. Standard commercial
software is generally able to take this solvent effect into account. But prelimin-
ary designs are often performed excluding latent heat terms in the cases where
this exclusion leads to more conservative and, hence, safer design.

However, in those cases where the gas stream enters the column at a higher
temperature than the liquid, taking proper account of heat transfer between
phases is mandatory.

In all cases, during the final design stage, where tighter designs are
required, the full mass and energy balance equations must be considered.

It is important to emphasize that including heat effects in the formulation
increases the number of equations by one (or by one partial and one ordinary dif-
ferential equation if heat transfer between gas and liquid is to be considered as
well), ie, in a multicomponent system, it represents only a moderate increase in
computation. Furthermore, experience shows that the heat balance equation
itself is well behaved and seldom causes additional numerical problems.

Complex as the situation is in sour gas treating, it is not nearly as involved
as in other cases, like sour water strippers (78) or flue gas treating (79) where the
product stream to be treated is a very complex reacting mixture of a large num-
ber of species of not always exactly known composition. As an example, a widely
used flue gas treating modeling package involves a set of 36 chemical reactions in
which 26 nonionic species participate. Additional ionic species are produced from
these aqueous phase ionic reactions so that the system actually contains 22
additional components (80).

By now a significant body of specialized literature dealing with the general
subject of absorption with chemical reaction is available (51,71,81–84). Never-
theless, it is probable that an even larger amount of information, mainly data
on thermophysical and equilibrium properties and column internals, is kept as
proprietary by the companies which have developed specific processes. As is
obvious from the preceding example, the rigorous design of chemical absorption
columns, whether isothermal or not, requires considerable computational effort.

6. Capacity Limitations of Packed Absorption Columns

Thus far the discussion has been confined to factors affecting the tower height
required to perform a specific absorption job. The necessary tower diameter, on
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the other hand, depends primarily on the total amount of gas and liquid that
must be handled. At a given set of flow rates, the diameter of the packing can
only be decreased at the expense of a large pressure drop, which in turn gener-
ates higher operating costs because more power is needed to blow the gas
through the packing. The reason for this is the fact that handling a given total
gas flow rate in a smaller tower diameter increases the superficial velocity at
which the gas has to be pushed through the packing.

The relationship between the pressure drop per unit of packed height and
the superficial gas velocity given in terms of the gas flow rate is shown schema-
tically in Figure 23. In a dry packing, DP increases almost as the square of the
gas velocity, which is in accord with the turbulent nature of the flow. At low
liquid flow rates, the curves are somewhat shifted upwards because the presence
of liquid films restricts the free section available for gas flow and thus increases
the linear gas velocity somewhat. Because the liquid hold-up remains indepen-
dent of G, the slope of the curve in this log–log plot remains close to 2. At higher
pressure drops, however, the upflowing gas impairs the downflow of liquid and
excess liquid starts to accumulate in the packing, thereby increasing the hold-up.
In this operating region, called the loading zone, the increasing liquid hold-up
restricts the free section available for the gas flow further as G becomes larger.
Hence the linear gas velocities increase faster than G and the power dependence
of DP on G starts to rise >2. The G value at which the curve begins to deviate
from the straight line has been defined as the loading point.

If the tower diameter is made too small for a given total gas flow rate, that
is, if uG and G are increased above a certain critical value, DP becomes so great
that the liquid cannot flow downward anymore over the packing, but is blown out
the top of the packing. The vertical asymptotes on Figure 23 indicate the gas
rates at which this condition, called flooding, occurs. This gas flow rate at flood-
ing, GF, determines the theoretical minimum diameter at which the tower is
operable, and knowledge of it is therefore very important. Flooding rates have
been correlated (156–158).
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Fig. 23. Schematic representation of typical pressure drop as a function of superficial
gas velocity, expressed in terms of G¼ rGuG, in packed columns. *, Dry packing; ., low
liquid flow rate; &, higher liquid flow rate. The points do not correspond to actual experi-
mental data, but represent examples.
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Fig. 24. Pressure drop and flooding correlation for various random packings (159).
c¼ rH2O/rL, g (standard acceleration of free fall) ¼ 9.81m/s2, m¼ liquid viscosity in mPa � s;
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H2O/ft multiply by 0.012. Packing factors for various packings have been published (160)
and are reproduced in part in Table 6.

Table 6. Characteristics of Dumped Tower Packingsa

Packing type
Nominal size,

mm
Surface area,

m2/m3
Packing factor, FP,

m�1

Raschig rings, ceramic 6 710 5250
13 370 2000
25 190 510
50 92 215

Raschig rings, steel 25 185 450
50 95 187

Berl saddles, ceramic 6 900 2950
13 465 790
25 250 360
50 105 150

Pall rings, metal 25 205 157
50 115 66

Pall rings, polypropylene 25 205 170
50 100 82

a Ref. 160.
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Both the pressure drop per unit length of packed tower and the gas flooding
rate have been correlated for random packings as shown in Figure 24 (159). Such
correlations enable predicting the gas flow rate G that will flood the packing at a
given L/G ratio. In practice, the tower has to be operated at flow rates consider-
ably less than the flooding rates for safety reasons. It is generally accepted that
50–80% of the flooding flow rates can be permitted. The curves plotted on
Figure 24 thus also enable prediction of the pressure drop at any chosen operat-
ing value of G. The diameter of the column must then be evaluated by comparing
this value to the total quantity of gas that the tower is supposed to handle. The
correlation shown in Figure 24 can be applied to predict the hydraulic perfor-
mance of many different packings owing to an adjustable parameter known as
the packing factor FP. Values for FP have been compiled (160); a few examples
are listed in Table 6. Similar flooding rate correlations are available for arranged
packings. Figure 25 reports results for four examples of Mellapak types (139).
Comparison of Figures 25 and 24 reveals higher capacity limits in structured
than in many of the dumped packings. At similar loads, structured packings
tend generally to give rise to less pressure drop.

7. Bubble Tray Absorption Columns

7.1. General Design Procedure. Bubble tray absorbers may be
designed graphically based on a so-called McCabe-Thiele diagram. An operating
line and an equilibrium line are plotted in y-x, Y0-X0, or Y0-X0 coordinates using
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Fig. 25. Souders load diagram for capacity limit determination for four structured
packings of the Sulzer-Mellapak type. The solid lines represent the capacity limits of
the respective packings as defined by a pressure drop of 1.2 kPa/m: A, 125 Y; B, 250 Y;
C, 350 Y; D, 500 Y. Flooding rates are �5% higher. Reprinted with permission (139).
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the principles for packed adsorbers outlined above (see Fig. 26). The minimum
number of plates required for a specified recovery may be computed by assuming
that equilibrium is reached between the two phases on each bubble tray. Thus
the gas and the liquid leaving a tray are at equilibrium and a hypothetical tray
capable of equilibrating the phase streams is termed a theoretical plate. Starting
the calculation at the bottom of the tower, where the concentrations are yNþ1 and
xN (see Fig. 27), the concentration leaving the lowest theoretical plate yN may be
found on the design diagram (Fig. 26a) by moving from the operating line verti-
cally to the equilibrium line, because yN is at equilibrium with xN. Since the con-
centrations between two plates are always related by the operating line, xN�1

may be found from yN by moving horizontally to the operating line. By repeating
this sequence of steps until the desired residual gas concentration y1 is reached,
the number of theoretical plates can be counted.

The required number of actual plates, NP, is larger than the number of the-
oretical plates, NTP, because it would take an infinite contacting time at each
stage to establish equilibrium. The ratio NTP: NP is called the overall column effi-
ciency. This parameter is difficult to predict from theoretical considerations,
however, or to correct for new systems and operating conditions. It is therefore
customary to characterize the single plate by the so-called Murphree vapor plate
efficiency, EMV (161):

EMV  yn � ynþ1

y	n � ynþ1
ð92Þ

which indicates the fractional approach to equilibrium achieved by the plate. An
efficiency of 80% means that the reduction in solute gas concentration effected by
the plate is 80% of the reduction obtained from a theoretical plate. Correspond-
ing actual plates may therefore be stepped off by moving from the operating line
vertically only 80% of the distance between operating and equilibrium line
(Fig. 26b). In some special cases having negligible resistance in the gas phase,
EMV values may become unreasonably small. It is then more logical to define a
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Fig. 26. McCabe-Thiele diagram. (a) Number of theoretical plates, 5; (b) number of
actual plates, 8.

84 ABSORPTION Vol. 1



Murphree liquid plate efficiency, EML, simply by reversing the role of liquid and
gas and by focusing on the change in liquid composition across the plate with
respect to an equilibrium given by the leaving vapor.

7.2. Simplified Design Procedure for Linear Equilibrium and
Operating Lines. A straight operating line occurs when the concentrations
are low such that LM and GM remain essentially constant. (The material balance
is obtained from eq. 44). In cases where the equilibrium K value does not depend
too much on concentration, the use of absorption and stripping factors (162–164)
allows rapid calculations for absorption design. One of the simplifying assump-
tions made in the development of this so-called Kremser-Brown method in-
volves the use of the absorption factor A. The following algebraic expression
describes the liquid and vapor flows from the plate (165):

An ¼ Ln

KnGn
or Aav ¼ Lav

KavGav
ð93Þ

where An is the absorption factor for each plate n and Ln and Gn are the liquid
and vapor flows from the plate. The fractional absorption of any component by an
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Fig. 27. Numbering plates and concentrations in a bubble tray column.
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absorber of N plates is expressed in a form similar to the Kremser equation
(163,164,166),

YNþ1 � Y1

YNþ1 � Kx0

¼ ANþ1 � A

ANþ1 � 1
ð94Þ

where YNþ1¼moles of absorbed component entering the column per mole of
entering vapor and Y1¼mole of absorbed component leaving the column per
mol of entering vapor. The calculation of plate efficiency (163) is quite sensitive
to the choice of equilibrium constants (4,167).

For linear equilibrium and operating lines, an explicit expression for the
number of theoretical plates required for reducing the solute mole fraction
from yNþ1 to y1has been derived (86):

NTP ¼
ln 1 � mGM

LM

� �
yNþ1 � mx0

y1 � mx0

� �
þ mGM

LM

� �

ln
LM

mGM

ð95Þ

This is the one case where the overall column efficiency can be related analyti-
cally to the Murphree plate efficiency, so that the actual number of plates is
calculable by dividing the number of theoretical plates through equation 96:

NTP

NP
¼

ln 1 þ EMV
mGM

LM
� 1

� �� �

ln
mGM

LM

ð96Þ

7.3. Nonisothermal Gas Absorption. The computation of nonisother-
mal gas absorption processes is difficult because of all the interactions involved
as described for packed columns. An very large number of plate calculations is
normally required to establish the correct concentration and temperature pro-
files through the tower. Suitable algorithms have been developed (90,168) and
nonisothermal gas absorption in plate columns has been studied experimentally
and the measured profiles compared to the calculated results (91,169). Figure 28
shows a typical liquid temperature profile observed in an adiabatic bubble plate
absorber (170). The close agreement between the calculated and observed pro-
files was obtained without adjusting parameters. The plate efficiencies required
for the calculations were measured independently on a single exact copy of the
bubble cap plates installed in the five-tray absorber.

A general, approximate, short-cut design procedure for adiabatic bubble
tray absorbers has not been developed, although work has been done in the
field of nonisothermal and multicomponent hydrocarbon absorbers. An analyti-
cal expression has been developed which will predict the recovery of each compo-
nent provided the stripping factor, ie, the group mGM/LM, is known for each
component on each tray of the column (165). This requires knowledge of the tem-
perature and total flow (GM and LM) profiles through the tower. There are many
suggestions about how to estimate these profiles (165,166,171).
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7.4. Plate Efficiency Estimation
Rate of Mass Transfer in Bubble Trays. The Murphree vapor efficiency,

much like the height of a transfer unit in packed absorbers, characterizes the
rate of mass transfer in the equipment. The value of the efficiency depends on
a large number of parameters not normally known, and its prediction is therefore
difficult and involved. Correlations have led to widely used empirical relation-
ships, which can be used for rough estimates (172,173). The classical approach
for tray efficiency estimation, however, remains the old Bubble Tray Design
Manual (174), summarizing intensive research on this topic.

In large plates 0.6 m or more in diameter, the efficiency of the tray as a
whole may differ from the efficiency observed at some particular point of the
tray because the liquid is not uniformly mixed in the direction of the flow on
the whole tray. The point value of the efficiency called EOG is thus more closely
related to interphase diffusion than EMV. As the gas passes upward through the
liquid covering a small area of the plate, mass transfer from gas to liquid occurs
in a manner similar to a packed tower of height hB, the depth of the bubbling
area. Under the assumption that the liquid is completely mixed in the vertical
direction, and that the gas travels through that minicolumn in a plug-flow-like
fashion, the number of transfer units of the bubbling area may be calculated in
terms of the gas concentrations above and below the area under consideration by
applying the definition of NOG, equation 64. This equation may be integrated by
taking y* as constant and equal to y	n because of the well-mixed nature of the
liquid phase. By comparing the result with the definition of the plate efficiency,
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Fig. 28. Computed and experimental liquid temperature profiles in an ammonia
absorber with five bubble cap trays (170). Water was used as a solvent. yNþ1¼0.123;
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equation 92, formulated for a single point on the plate, the following relationship
between the point efficiency and the number of transfer units arises:

EOG ¼ 1 � e�NOG ð97Þ

If resistance to transfer is present in both phase, NOG may be expressed as an
addition of resistances using equations 63, 56, 50, 53:

1

NOG
¼ 1

NG
þ mGM

LM

1

NL
ð98Þ

Hence, the point efficiency EOG may be computed if both NG and NL in the
bubbling area are known. These parameters are determined by the prevailing
transfer coefficients, the interfacial area, and by hB: NG¼ kGaPhB/GM and
NL¼ kLarhB/LM.

To estimate the number of transfer units for design, the following empirical
correlations which were derived from efficiency measurements employing a vari-
ety of trays and operating conditions under the aforementioned assumptions are
recommended (174):

NG ¼ 0:776 þ 4:63hw � 0:238F þ 0:0712L0ð ÞSc�0:5 ð99Þ

where hw is the weir height in m; F¼ rG(uG)1/2 in m/s [(kg/m3)1/2]; L0 is the liquid
flow rate per average width of stream in m3/(s.m); and

NL ¼ 3050
ffiffiffiffiffiffiffi
DL

p
68hw þ 1ð ÞtL ð100Þ

where tL¼hLzL/L0 is the liquid residence time in s. The recommended correlation
for hL is

hL ¼ 0:0419 þ 0:19hw � 0:0135F þ 2:46L0 ð101Þ

Effect of Different Degrees of Mixing. Once EOG is evaluated on the basis
of NG and NL using equation 83, it has to be translated into EMV by considering
the degree of mixing on the tray. It is obvious that for a small plate with comple-
tely backmixed liquid,

EMV ¼ EOG ð102Þ

If, on the other hand, the liquid flows in a plug-flow-like manner over the tray,
but the vapor may be assumed to mix between the trays so that it enters each
tray in uniform composition, the result may be calculated according to (175).

EMV ¼ LM

mGM
e mGM=LMð ÞEOG � 1
h i

ð103Þ

In the case of unmixed vapors between the plates, the equations, being implicit
in EMV, have also been solved numerically (175). The results depend on the
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arrangement of the downcomers and are not too different numerically from equa-
tion 103. In reality, however, the liquid is neither completely backmixed nor can
the tray be considered as a plug-flow device.

Many theories have been put forth to handle partial liquid backmixing on
plates. Early calculations (139,176,177) used the so-called tanks-in-series model.
Recycle models have been derived by assuming partial or complete backmixing of
the liquid, or the vapor, or both (178–180). The suggested procedure (174) is
based on the eddy diffusion model when the parameter characterizing the degree
of liquid backmixing is the dimensionless group known as the Peclet number:

Pe ¼ z2
L

DEtL
ð104Þ

The eddy dispersion coefficient DE has been measured and correlated empirically
as

ffiffiffiffiffiffiffi
DE

p
¼ 0:00378 þ 0:0179ug þ 3:69L0 þ 0:18hw ð105Þ

The nomenclature is the same as that used in equation 99 and 100.
The relationship between EMV, EOG, and Pe has been calculated according

to the recommended formulas (173) and presented in tabular form (4). A plot of
this data is shown in Figure 29. Complete backmixing is characterized by Pe¼ 0
(DE¼1), where EMV¼EOG. In larger columns, in which the liquid is not comple-
tely mixed horizontally, EMV can be seen from Figure 29 to become larger than
the point efficiency and may thus even exceed 100% (181). Entrainment, as well
as by-passing, are always detrimental to the plate efficiency. Analytical expres-
sions to correct for entrainment and by-passing have been developed (182,183).

7.5. Capacity Limitations. The fluid flow capacity of a bubble tray may
be limited by any of three principal factors.

1. Flooding, often the most restrictive of the limitations, occurs when the clear
liquid height in the downcomer, Hdc, exceeds a certain fraction of the tray
spacing. During operation, the liquid level in the downcomer builds up as a
result of the head necessary to overcome the various resistances to liquid
flow, including the friction in the downcomer itself and the hydraulic
gradient across the plate. A significant portion in the liquid backup is
caused by the need for the liquid to overcome the difference in pressure be-
tween the inside and the outside of the downcomer, which in turn is caused
by the pressure drop of the vapors through the next higher plate. If the dia-
meter of the column is made too small for a given flow, the vapor pressure
drop and thus the liquid backup in the downcomers will increase to the
point where some liquid spills onto the next higher tray, and flooding
sets in. In principle, the condition may be corrected by increasing the dia-
meter or the tray spacing. A conservative design requires a clear liquid
head in the downcomer of no more than half the tray spacing to allow for
froth entrapped in the downcomer. The maximum allowable superficial
velocity based on the column cross section uG may be roughly estimated
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for different tray spacings (6,184,185). A more reliable design would con-
sider each pressure drop contributing to Hdc separately.

2. Entrainment occurs when spray or froth formed on one tray enters the gas
passages in the tray above. In moderate amounts, entrainment will impair
the countercurrent action and hence drastically decrease the efficiency. If it
happens in excessive amounts, the condition is called priming and will
eventually flood the downcomers.

3. At high liquid flow, the hydraulic gradient may become so large that the
caps near the liquid feed point will stop bubbling, and the efficiency will
suffer.

8. Nomenclature

Symbol Definition Units

A LM/mGM, absorption factor
a effective interfacial area per packed volume m2/m3

cAi concentration of solute at interface mol/m3 or mol/L
CP specific heat of gas mixture kJ=ðmol�KÞ
Cq specific heat of liquid mixture kJ=ðmol�KÞ
Dax axial dispersion coefficient m2/s
DAB diffusion coefficient of A in B m2/s
DAj binary diffusion coefficient of A in the jth species other

than A
m2/s

DAeff
effective diffusion coefficient of A in a mixture, see Eq. 34 m2/s

DE eddy dispersion (or diffusion) coefficient on a tray m2/s
DL liquid diffusion coefficient m2/s

EMV Murphree vapor plate efficiency, see equation 96
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Fig. 29. Relationship between EOG and EMV at different degrees of liquid backmixing (4).
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EOG point value of plate efficiency
F mG

ffiffiffiffiffiffi
�G

p
, F-factor for bubble tray gas load kg1=2=ðm1=2�sÞ

gj moles of component j mol
GM gas flow rate kmol=ðm2�sÞ
G0

M flow rate of inert gas kmol=ðm2�sÞ
G0

M generalized molar gas flow rate, see equation 73
H Henry’s constant Pa
HETP height equivalent to a theoretical plate m
HG height of a gas-phase transfer unit, see equation 51 m
HL height of a liquid-phase transfer unit, see equation 54 m
HOG overall gas-phase height of a transfer unit, see

equation 57
m

HOS integral heat of solution for the solute kJ/mol
Hv latent heat of pure solvent kJ/mol
h total height of packing m
hL clear height of liquid on a tray m
hw weir height m
hB height of bubble layer on a tray m
JA flux of component A due to diffusion mol=ðm2�sÞ
K partition coefficient for gas–liquid equilibrium
Kl constant in bond stretching potential J/kmol �m2

KOG overall gas-phase mass transfer coefficient mol=ðs�m2�PaÞ
Ky constant in bond bending potential J/kmol � rad2

kG gas-phase mass transfer coefficient mol=ðs�m2�PaÞ
kL liquid-phase mass transfer coefficient m/s
ksol thermal conductivity of the solution J/m �K � s
kr

L mass transfer coefficient including effect of chemical
reaction

m/s

k0 mass transfer coefficient for equimolar counterdiffusion m/s
k0 mass transfer coefficient for unidirectional molecular

diffusion through a stagnant gas
m/s

k mass transfer coefficient for general multicomponent
diffusion situation

m/s

kAj binary mass transfer coefficient of A in the jth species
other than A (see equation 39)

m/s

L mass flow rate of liquid kg=ðs�m2Þ
LM liquid flow rate kmol=ðs�m2Þ
L0

M generalized liquid flow rate, see equation 73 kmol=ðs�m2Þ
L0

M flow rate of solute-free solvent kmol=ðs�m2Þ
L0 liquid flow rate on a plate per width of stream m3=ðs�mÞ
l bond length m
l0 equilibrium bond length m
m slope of equilibrium line
NA flux of solute A through phase interface mol=ðs�m2Þ
NG number of gas-phase transfer units, see equation 52
Nj flux of component j through phase interface mol=ðs�m2Þ
Nl, Ns length of linear hydrocarbon chains
NL number of liquid-phase transfer units, see equation 55
NOG number of overall gas-phase transfer units, see

equation 58
NP number of actual plates in the column
NT NOG for equimolar counterdiffusion, see equation 66
NTP number of theoretical plates
NTUap NOG calculated by equation 65, see also equation 82
NTU actual value of NOG under the influence of axial

dispersion, see equation 83

Symbol Definition Units

Vol. 1 ABSORPTION 91



P pressure Pa
pA partial pressure of A Pa
pAi

partial pressure of A at the interface Pa
Ps vapor pressure of a pure component Pa
Pe uh/Dax, dimensionless Peclet number
Pei Peclet number specifically defined for phase i, i ¼ x or y
PeHTU uHOG/Dax, dimensionless HTU Peclet number, see

equation 84
PeHTU,i Peclet number specifically defined for phase i, i ¼ x or y,

see equation 86
R LM/GM, flow ratio
r distance between interaction sites (atoms) m
rij relation velocity for species i in reaction j kmol/m3s
s surface renewal rate, equation 41 s�1

Sc m/rD, the dimensionless Schmidt number
T temperature 8C or K
tA �j Nj/NA, parameter indicating the degree of

counterdiffusion
tL residence time of liquid on plate, see equation 104 s
U total (intramolecular and intermolecular) interaction

energy
J/kmol

UA linear velocity of diffusion of solute A m/s
Uj linear velocity of diffusion of the jth species other

than the solute A
m/s

u superficial velocity of gas or liquid phase m/s
VLJ Lennard–Jones interaction potential J/kmol
Vstretching bond stretching potential J/kmol
Vbending bond bending potential J/kmol
Vtorsion bond torsion potential J/kmol
Xf film factor, see equation 24
X0

A xA/(1�tAxA), generalized liquid concentration, see
equation 73

X 0
A xA/(1�xA), liquid mole ratio

xA liquid mole fraction of solute
xj mole fraction of the jth species other than A
xA arithmetic mean of mole fraction of A over diffusion path
xj arithmetic mean of xj over diffusion path
xAb mole fraction in bulk of the liquid phase
xAi or xi liquid mole fraction of solute at the phase interface
xBM logarithmic mean of solvent concentration between

the phase interface and the bulk of the liquid,
see equation 18

Y moles absorbed component per mole of entering vapor,
equation 98

Y 0 y=ð1 � yÞ, mole ratio
Y0

A YA/(1�tAyA), generalized gas concentration, see
equation 64

Yf film factor, see equation 23
y	A mxA, concentration in equilibrium with bulk liquid
yAb mole fraction in bulk of gas phase
yAi

or yi gas mole fraction of solute at phase interface
yBM logarithmic mean of inert gas concentration between

the phase interface and the bulk of the gas phase,
see equation 15

y	BM ½ð1 � yAÞð1 � y	AÞ�=ln½ð1 � yAÞ=ð1 � y	AÞ�, logarithmic mean
of inert gas concentration between the equilibrium
concentration and the bulk of the gas phase

Symbol Definition Units

92 ABSORPTION Vol. 1



Y	
f ½ð1 � tAyAÞ � ð1 � tAy	AÞ�=ln½ð1 � tAyAÞ=ð1 � tAy	AÞ�, overall

gas-phase film factor
z0 thickness of diffusion layer m
zL length of liquid travel on tray m
Dgj total amount of component j absorbed kmol=ðs�m2Þ
DHRij (T) molar enthalpy of reaction J/kmol
DTmax temperature associated with internal temperature

maximum 8C or K
d film thickness m
"ij Lennard–Iones first interaction constant (potential well

depth parameter)
J/kmol

y bond angle rad
y0 equilibrium bond angle rad
m viscosity mPa�sð¼cPÞ
m chemical potential J/kmol
f dihedral or torison angle rad
G Correction factor for thermodynamic nonidealities

in diffusion equations, see equation 33
r density mol/m3

� mean density of liquid phase mol/m3, mol/L, or
g/cm3

s surface tension N/m
sij Lennard–Jones second interaction constant

(atom size parameter)
m

f packing parameter for equation 93 m
c packing parameter for equation 94 m

SUBSCRIPTS
av average
A component A, solute
B component B, usually nondiffusing
G gas
L liquid
b in the bulk; this symbol is normally omitted
i at gas–liquid interface
0 liquid feed for plate columns
x pertaining to liquid phase
y pertaining to gas phase
M molar quantity
n referring to stream leaving the nth tray
1 bottom of a packed column
2 top of a packed column
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