
ION IMPLANTATION

1. Introduction

Modern technology depends on materials with precisely controlled properties.
Ion beams are a favored method (and in integrated circuit technology, the
prime method) to achieve controlled modification of surfaces and near-surface
regions. In every integrated circuit production line there are ion implantation
systems. In addition to integrated circuit technology, ion beams are used to modify
the mechanical, tribological, and chemical properties of metals, intermetallics,
and ceramics without altering their bulk properties.

Ion implantation of materials results from the introduction of atoms into
the surface layer of a solid substrate by bombardment of the solid with ions in
the electronvolt (eV) to megaelectronvolt (MeV) energy range. Several ballistic-
like atomic processes occur during ion implantation. The ballistic interactions of
an energetic ion with a solid are shown schematically in Figure 1. The figure
shows sputtering events at the surface, single-ion/single-atom recoil events,
the development of a collision cascade involving a large number of displaced
atoms, and the final position of the incident ion. The solid-state aspects of ion
implanted materials are particularly broad because of the range of physical prop-
erties that are sensitive to the presence of trace amounts of foreign atoms.
Electrical, mechanical, optical, magnetic, and superconducting properties are
all affected and indeed may even be dominated by the presence of such foreign
atoms. The use of energetic ions affords the possibility of introducing a wide
range of atomic species, independent of thermodynamic factors, thus making it
possible to obtain impurity concentrations and distributions of particular inter-
est; in many cases, these distributions would not be otherwise attainable. Recent
interest in ion implantation has been stimulated by the possibilities of synthesiz-
ing novel materials with potential applications in the semiconductor, tribological,
corrosion, and optical fields.

The implantation system shown in Figure 2 illustrates a conventional ion
implantation system in widespread use within the semiconductor industry.
With different types of available ion sources, a wide variety of beams can be
produced with sufficient intensity for implantation processes required for inte-
grated circuit technology. For semiconductors, a representative ion dose is
1014–1015 ions/cm2 (metallurgical applications generally require doses from
1016 to 1018 ions/cm2). This system produces a unidirectional beam and is
referred to as a directed beam system. A mass-separating magnet (for mass ana-
lysis) is almost mandatory for semiconductor processing to eliminate unwanted
species that often contaminate the extracted beam. However, for metallurgical
processing, mass separation is not important and, as a result, the basic instru-
mentation can be quite simple.

One ion implantation system that does not use mass analysis is the plasma
immersion ion implantation (PIII) system. This system does not use the extrac-
tion and acceleration scheme found in traditional mass-analyzing implanters,
but rather the sample to be implanted is placed inside a plasma. This ion implan-
tation scheme evolved from work on controlled fusion devices. The sample is
repetitively pulsed at negative voltages (typically between a few kV and 10’s of
kVs) to envelope the surface with a flux of energetic plasma ions. Because the
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plasma surrounds the sample, and because the ions are accelerated normal to the
sample surface, plasma-source implantation occurs over the entire surface,
thereby eliminating the need to manipulate nonplanar samples in front of the
ion beam. Ion implantation systems that implant all surfaces simultaneously
are referred to as omnidirectional systems.

The most predominate commercial use of ion implantation is for the intro-
duction of dopants into semiconductors. The processing of Complimentary Metal
Oxide Semiconductors (CMOS) can use between 7 and 20 ion implantation steps
depending on how specialized the CMOS circuit is (1). A general overview of the
application of ion implantation in semiconductors can be found in ion implanta-
tion—science and technology (2). Another novel use of ion implantation in the
semiconductor area is for the production of silicon-on-insulator material by
way of the ion-cut technology (3).

Ion implantation outside the traditional semiconductor applications is used
for the controlled modification of surface sensitive properties, which has had two
principal thrusts: (1) as a metallurgical tool for studying basic mechanisms in
areas such as aqueous corrosion, high temperature oxidation and metallurgical
phenomena (eg, impurity trapping) and (2) as a means of beneficially modifying
the mechanical or chemical properties of materials. Ion implantation can modify
the mechanical, chemical, and/or optical–electronic properties of a surface.
Optical–electrical properties, the traditional industrial application of ion
implantation, such as the refractive index, reflectance, conductivity, and
magnetic properties can be modified. Ion implantation can also modify chemical
properties relevant to the fields of electrochemistry (corrosion), catalysis, and
oxidation resistance. In addition, the fastest growing research application of
ion implantation modifies the mechanical and tribological properties, eg, hard-
ness, modulus, friction, wear resistance and fatigue resistance, of a material
surface.

Some of the advantages of ion implantation in comparison to other surface
treatments, such as coatings, are (1) surface properties can be optimized inde-
pendently of the bulk properties; (2) the process is not limited by thermodynamic
constraints, so solid solubility limits can be exceeded by several orders of magni-
tude, alloy compositions are not limited by diffusion, and metastable compounds
can be produced; (3) the process modifies existing surfaces, so there are no inter-
faces to degrade mechanical properties and original dimensions are retained;
(4) low process temperatures avoid thermally related degradation in surface
finish and bulk mechanical properties; and (5) the process is highly controllable
and reproducible.

Ion implantation processes also have limitations. First an intrinsic basic
limitation of directed beam ion implantation is that it is a line-of-sight process;
it will not be feasible to apply it to samples having complicated geometries.
Second, the range of ions in solids is generally low, <1 mm, which leads to
shallow penetration and a thin modified layer. Finally, ion implantation as a
surface modification tool, is generally unfamiliar to most users of other surface
modification processes.

These limitations can be addressed in a number of ways. First, plasma
immersion ion implantation techniques have the ability to treat complicated
geometries. The shallow penetration of ion implantation would in itself make
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it appear useless as a technique for engineering applications; however there are
several situations involving both physical and chemical properties in which the
effect of the implanted ion persists to depths far greater than the initial implan-
tation range. The thickness of the modified zone can also be extended by combin-
ing ion implantation with a deposition technique or if deposition occurs
spontaneously during the ion implantation process. In addition, ion implantation
at elevated temperatures (but below temperatures at which degradation of
mechanical properties could occur) has been shown to increase the penetration
depths substantially (4).

2. Ion–Solid Interactions

Ion–solid interactions are the foundation that underlies the broad application of
ion implantation to the modification of materials. The major features governing
the successful exploitation of ion implantation are the range distribution of the
energetic ions, the amount and nature of the lattice disorder that is created, and
the location of the energetic ions in the crystal lattice. At high dose levels (used to
incorporate >5–10 atomic % of implanted species to modify the composition of
the target) other phenomena become important: sputtering, ion-induced phase
formation, and the transformation of one phase to another (ie, the transforma-
tion of a crystalline material into an amorphous material).

2.1. Ion Stopping. When an energetic ion penetrates a solid, it under-
goes a series of collisions with the atoms and electrons in the target. In these
collisions, the incident particle loses energy at a rate of a few electronvolts to a
few 100 eV/nm, depending on the energy and mass of the ion as well as on the
substrate material.

The energy-loss rate of an energetic ion moving through a solid is deter-
mined by screened Coulomb interactions with the substrate atoms and elec-
trons. It is customary to distinguish two different mechanisms of energy loss:
(1) nuclear collisions, in which energy is transmitted as translatory motion to
a target atom as a whole, and (2) electronic collisions, in which the moving
particle excites or ejects electrons. For most purposes, this separation into
nuclear and electronic collisions is a convenient one and, although not strictly
true, it is a good approximation. The energy loss rate dE/dx can be expressed as

dE

dx
¼ dE

dx

�����
n

þ dE

dx

�����
e

ð1Þ

where the subscripts n and e denote nuclear and electronic collisions, respec-
tively. Values for dE/dx have been tabulated by Ziegler (5). A schematic of the
energy loss process is shown in Figure 3 (6).

Nuclear collisions can involve large discrete energy losses and significant
angular deflection of the trajectory of the ion. In nuclear stopping, the average
energy loss results from elastic collisions with target atoms. This process is
responsible for the production of lattice disorder by the displacement of atoms
from their lattice position. Electronic collisions occur continuously and involve
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much smaller energy losses per collision, negligible deflection of the ion trajec-
tory, and negligible lattice disorder. Electronic stopping is an inelastic process
and results from energy transferred from the ion to the target electrons. Typical
units for the energy loss rate are electronvolts per nanometer (eV/nm) or kiloelec-
tronvolts per micrometer (keV/mm).

A proper understanding of the mechanisms of energy loss is important not
only in controlling the depth profile of implanted dopant atoms, but also in deter-
mining the nature of the lattice disorder produced during ion implantation or ion
irradiation of the solid. In the process of slowing down in the substrate, the
implanted ions undergo violent collisions with some of the lattice atoms, thereby
displacing them from lattice sites. Other secondary effects accompanying ion
implantation and ion irradiation of solids, such as sputtering of target atoms,
also depend strongly on the relative importance of nuclear and electronic
stopping. A great deal has been published on the stopping of ions in solids and
the reader is referred to the General References for more details.

2.2. Range. As discussed above, the implanted ion loses energy by
means of both nuclear and electronic interactions with the substrate atoms.
The former interaction consists of individual elastic collisions between ion and
target atom nuclei, whereas the electronic interactions can be viewed more as
a continuous viscous drag phenomena between the injected ions and the sea of
electrons surrounding the target nuclei. For the energy regime normally used
in heavy ion implantation (ie, tens to hundreds of keV) the nuclear contribution
to the stopping process normally dominates and this will be reflected in the
particular ion trajectories as the ion comes to rest within the solid. The range
R is determined by the rate of energy loss along the path of the ion,

R ¼
Z 0

E0

1

dE=dx
dE ð2Þ

where E0 is the incident energy of the ion as it penetrates the solid.
In Figure 4, one sees a two-dimensional (2D) schematic view of an indivi-

dual ion’s path in the ion implantation process as it comes to rest in a material.
As this figure shows, the ion does not travel in a straight path to its final position
due to elastic collisions with target atoms. The actual integrated distance
traveled by the ion is called the range, R. The ion’s net penetration into the
material, measured along the vector of the ions incident trajectory, which is
perpendicular to the surface in this example, is called the projected range, Rp.

Because the stopping of an ion is a random process, the collision sequence
and subsequent ion deflection, and the ion’s total path length (R), vary randomly
from ion to ion. As a result, ions with the same energy, incident with the same
angle onto the sample surface, and into the same material, do not come to rest in
the same place. Hence, all ions of a given type and incident energy do not have
the same range. Instead, if one were to examine the range history of many ions, a
statistically broad distribution in the depths to which ions penetrate would be
observed, similar to that shown in Figure 5. The distribution in projected ranges
is referred to as the range distribution or range straggling DRp, with the most
probable projected range referred to as the average or mean Rp.
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In range theory, the range distribution is regarded as a transport problem
describing the slowing down of energetic ions in matter. Two general methods for
obtaining range quantities, one using simulations and the other employing ana-
lytical methods, have been developed over the years. The analytic approach used
to obtain range quantities was pioneered by Lindhard and co-workers (7), and is
commonly referred to as LSS theory. While not precisely accurate, the LSS
approach allows calculations of range values with an accuracy of �20%, which
is quite acceptable for most purposes. A more exacted transport calculation is
available using the Monte Carlo program TRIM (Transport of Ions in Matter)
developed by Biersack and Haggmarck (8) and Ziegler and co-workers (9). All
the methods discussed in this section assume that the target is amorphous and
ignore crystal orientation effects.

To discuss the analytical approach to estimating ion ranges, the concept of
reduced energy must first be introduced. The reduced energy E is given by

� � E

Z1Z2e2
aTFM2

M1 þ M2
ð3Þ

where E is the particle energy (generally approximated by E0), e is the electronic
charge, M1 and Z1 are the mass and atomic number of the incident particle, M2

and Z2 are the mass atomic number of the target atom, and aTF is the Thomas-
Fermi screening distance given by

aTF ¼ 0:88534 a0

Z
1=3
eff

ð4Þ

Zeff is the effective charge number in the interaction of two unlike atoms, and a0

is the Bohr radius for the hydrogen atom, 0.5292� 10�8 cm. There exist a num-
ber of approximations for Zeff, but a simple description based on a mean value is

Zeff ¼ Z
1=2
1 þ Z

1=2
2

� �2
ð5Þ

Simple estimates of range can be obtained using the power law description
of nuclear stopping and ignoring electronic stopping. Nuclear stopping is the
more important process at low energies, reaching a maximum around E¼ 0.35,
and then falling off with increasing E. Electronic stopping, on the other hand,
increases linearly with ion velocity and becomes the dominant process for ener-
gies greater than E&3. At intermediate energies, 0.05<E<10, a rather useful
rule-of-thumb for predicting heavy-ion ranges, usually with an accuracy of
30–40%, is the equation

RðnmÞ ¼ 6EðkeV Þ
�ðg= cm3Þ

M2

Z2

M1 þ M2

M1

ðZ2=3
1 þ Z

2=3
2 Þ1=2

Z1
ð6Þ

where r is the mass density of the target.
An approximate measure of the projected range can be found using the the-

ory of Lindhard and co-workers (7) for ions in the energy range where nuclear
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stopping dominates is

Rp � R

1þ ðM2=3M1Þ
ð7Þ

While the above formula will give values correct to �15%, a more exact relation
between range and projected range was calculated using a power law based LSS
theory by Winterbon, Sigmund, and Sanders (WSS) (10).

The range straggling can be calculated using the theory of Lindhard and
co-workers (7) for the condition E<3 (nuclear stopping dominates) and M1 > M2

(small-angle scattering is favored):

�Rp ffi 2:5=Rp ð8Þ

This approximation is good to 20% if the condition M1> M2 is satisfied. If M1< M2,
this approximation is good to only �40%.

The accurate treatment of ion ranges in compound targets requires exten-
sive calculations and is most accurately handled by simulation programs such as
TRIM. However, estimates can be made using two simple techniques. For differ-
ent atomic species that are sufficiently close in atomic number, ie, Fe�Ti alloys,
substitute the mean atomic number and mass into the LSS equations and pro-
ceed as for a monatomic target. If the atomic numbers are appreciably different,
a first order estimate may be obtained for an alloy AxBy using the expression

RpðAxByÞ ffi Nalloy
ðRpðAÞ=NAÞ � ðRpðBÞ=NBÞ

ðy � RpðAÞ=NAÞ þ ðx � RpðBÞ=NBÞ

� �
ð9Þ

where xþy¼ 1, Rp(A), Rp(B), NA, and NB are the projected ranges and the atomic
densities in pure substrates A and B, respectively, and Nalloy is the atomic den-
sity of the alloy. The above formula gives values that are in good agreement with
simulations and LSS theory.

An estimate of DRp in alloys can be made using the empirical expression
developed by Kido and Kawamoto (11)

�Rp

Rp
¼ 0:27þ 0:38

�av þ 2:0
ð10Þ

where the average alloy reduced energy, Eav, is defined by

�av ¼
Xn

i¼1

Ci�i ð11Þ

where Ci (i¼ 1,2,. . .,n) is the elemental composition of the ith element and Ei is
the elemental reduced energy defined above. Using this formulation, the
projected range straggling in compounds can be calculated to within 20%.

2.3. Implanted Species Concentration. The peak atomic density Np

in the ion implantation distribution is estimated using
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Np ¼ 0:4�i

�Rp
ð12Þ

where Np is in units of atoms/cubic centimeter, ji is the ion dose in units of
atoms/square centimeters, and DRp is in units of centemeter.

To obtain the peak atomic concentration Cp resulting from this peak num-
ber of implanted ions requires knowing N, the atomic density of the substrate.
The general relation for the concentration of the implanted species at the peak
of the distribution is given by

Cp ¼ Np

Np þ N
ð13Þ

2.4. Channeling. All theories examined earlier concerning the ranges of
ions (above) and radiation damage (below) of the material were based on the
assumption that the stopping medium is disordered, ie, amorphous. In practice,
we are dealing with polycrystalline or monocrystalline substances. The main
parameters determining the range of an ion are its energy E and atomic number
Z1, and the atomic number Z2 of the substrate. In the case of single crystals, the
orientation of the substrate and the vibrational amplitude (temperature) of the
lattice atoms are also important parameters.

The crystal orientation influence on ion penetration is called channeling or
the channeling effect. A schematic comparison of the range distribution under
nonchanneling and channeling conditions is shown in Figure 5. When an ion
trajectory is aligned along atomic rows, the positive atomic potentials of the
line of atoms steer the positively charged ion within the open space, or channels,
between the atomic rows. These channeled ions do not make close-impact colli-
sions with the lattice atoms and have a much lower rate of energy loss, and hence
a greater range than those of nonchanneled ions. The depth distribution of
channeled ions is difficult to characterize under routine implantation conditions.
The channeling distribution depends on surface preparation, substrate tempera-
ture, beam alignment, and disorder introduced during the implantation process
itself. A discussion of the channeling effect during ion implantation can be found
in the review in Ref. 11.

The channeling effect requires that the incident ions be aligned within a
critical angle of the crystal axes or planes. The critical angle depends on the
ion energy, ion species, and substrate, but is typically <58. Consequently, the
substrate holders for integrated circuit processing are often tapered so that
the wafers are mounted 78 off normal to minimize channeling effects. However,
some ions originally incident at angles greater than the critical angle can be
scattered into a channeling direction. It is difficult to avoid channeling effects
completely unless the implanted region has been made amorphous by a previous
implantation.

2.5. Radiation Damage. It has been known for many years that bom-
bardment of a crystal with energetic (keV to MeV) heavy ions produces regions
of lattice disorder. An implanted ion entering a solid with an initial kinetic
energy of 100 keV will come to rest in the timescale of �10�13 s due to both
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electronic and nuclear collisions. As an ion slows down and comes to rest in a
crystal, it makes a number of collisions with the lattice atoms. In these collisions,
sufficient energy may be transferred from the ion to displace an atom from its
lattice site. Lattice atoms that are displaced by an incident ion are called primary
knock-on atoms (PKA). A PKA can in turn displace other atoms, secondary
knock-ons, etc. This process creates a cascade of atomic collisions and is collec-
tively referred to as the collision cascade. The disorder can be directly observed
by techniques sensitive to lattice structure, such as electron-transmission
microscopy, MeV-particle channeling, and electron diffraction.

Collision cascades (see Fig. 1) lead to a distribution of vacancies, interstitial
atoms, and other types of lattice disorder in the region around the ion track. As
the number of ions incident on the crystal increases, the individual disordered
regions begin to overlap. At some point, a heavily damaged layer is formed.
The total amount of disorder and the distribution in depth depend on ion species,
temperature, energy, total dose, and channeling effects.

The multiple displacement sequence of collision events is commonly
referred to as a collision or displacement cascade. The average number of dis-
placed atoms in a cascade produced by a PKA of energy E will be denoted by
hNd(E)i, also known as the displacement damage function. By correctly account-
ing for electronic stopping and using a realistic interatomic potential to describe
atomic interactions, the damage function is given by (13–15)

hNdðEÞi ¼ 0:8�ðEÞ
2Ed

ð14Þ

where Ed is the displacement energy (typically �25 eV) and n(E) is the amount of
PKA energy not lost to electronic excitation, commonly referred to as the damage
energy. The damage energy can be approximated as

�ðEÞ ffi 0:8E ð15Þ

for E<1 (see eq. 3) and Z1> 5.
The simplest calculation of radiation damage involves only monatomic

materials and has been described (16). For polyatomic materials Lindhard and
co-workers (7) outlined a calculation procedure for estimating damage energy
from ion implantation. The extension of this formalism of Lindhard to direct
calculations of damage energies in polyatomic materials has been addressed by
several authors (8,17,18).

A commonly used measure of irradiation damage is displacements per atom
dpa. A unit of 1 dpa means that on the average, every atom in the irradiated
volume has been displaced once from its equilibrium lattice site. The approxi-
mated dpa in the implanted region is given by

dpa ffi �hNdðEÞi
NRp

ð16Þ

where f (ions/cm2) is the dose, and hNd(E)i is the damage function given by
equation 14.
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2.6. Radiation Enhanced Diffusion. Ion irradiation is quite efficient
in forming vacancy-interstitial pairs. The atomic displacements resulting from
energetic recoiling atoms can be highly concentrated into small localized regions
containing a large concentration of defects well in excess of the equilibrium
value. If the defects are produced at temperatures where they are mobile, and
can in part anneal out, the balance between the rate of formation versus the
rate of annihilation, leads to a steady state of excess concentration of defects.
Since the atomic diffusivity is proportional to the defect concentration, an
excess concentration of defects leads to an enhancement in the diffusional
process (19–21).

The defects generated in ion–solid interactions influence the kinetic pro-
cesses that occur both inside and outside the cascade volume. At times long
after the cascade lifetime (t>10�11s), the remaining vacancy-interstitial pairs
can contribute to atomic diffusion processes. This process, commonly called
radiation enhanced diffusion (RED), can be described by rate equations and an
analytical approach (21). Within the cascade itself, under conditions of high
defect densities, local energy depositions exceed 1 eV/atom and local kinetic pro-
cesses can be described on the basis of a liquid-like diffusion formalism (22,23).

2.7. Sputtering. This section deals with the erosion of the sample by
energetic particle bombardment. In this process, called sputtering, surface
atoms are removed by collisions between the incoming particles and the atoms
in the near surface layers of a solid (see Fig. 1). Sputtering sets the limit of
the maximum concentration of atoms that can be implanted and retained in a
target material. The yield of sputtered atoms Y, which is the number of sputtered
atoms per incident ion, is typically between 0.5 and 20 depending on ion species,
ion energy, target material, and angle of incidence of the ion onto the target
material. An extensive list of sputtering yields is given in Ref. 24.

The generally accepted theory (25) that explains most sputtering phenom-
ena in elemental materials is based on the collision cascade picture. The energy
of the incident ion is shared among those atoms within the collision cascade
volume and then dissipated. Only those collisions that take place near the sur-
face of the material are directly effective in knocking atoms out of the material.
The majority of sputtered atoms emerge only from the first few atomic layers.
The more collisions taking place in the near-surface region, the higher the
sputtering yield will be. Therefore the sputtering yield is proportional to the
nuclear stopping power of the incident ion in the near-surface region.

The sputtering yield is proportional to the number of displaced atoms. In
the linear cascade regime that is applicable for medium mass ions (such as
Ar), the number of displaced atoms, FD(Eo), is proportional to the energy depos-
ited per unit depth as a result of nuclear energy loss. We can then express the
sputtering yield Y for particles incident normal to the surface as (25)

Y ¼ �FDðEoÞ ð17Þ

The material factor L contains the material parameters and is a description of
the number of recoil atoms that can escape from the solid. In Sigmund’s (24)
description
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� ffi 4:2=NUo ð18Þ

where N is the atomic density of target atoms and Uo is the surface binding
energy. The Parameter Uo can be estimated from the cohesive energy and has
typical values between 2 and 4 eV. Values of the cohesive energy are given
Ref. 26, where FD(Eo) can be expressed as

FDðEoÞ ffi
�0:8Eo

Rp
ð19Þ

for E<1 and Z1>5. In this equation, a is a correction factor, which is a function of
M2/M1 and has values between 0.2 and 0.7.

When the bombarding ion is incident at glancing angles, the sputtering
yield differs from the normal incidence yield. In general, it is observed that the
sputtering yield for an incidence angle y, Y(y) is related to the normal incidence
sputtering yield Y(0) according to

Yð�Þ
Yð0Þ ¼ ðcos�Þ�fs ð20Þ

where y is measured from the surface normal and the exponent fs is �2 (27).
Sputtering effects also give a strong angular dependence (cos8/3y) to the

retained dose of ion implanted profiles. Experimentally, this dependence has
been seen in a number of cases including measurements of retained doses for
high fluence implantations (ie, >1–3� 1017 ions/cm2) in metals. Figure 6 (28)
shows such a measurement for high dose 150-keV Ti implantations in a AISI
M-50 martensitic bearing alloy. The extreme drop-off of the retained dose with
angle can be seen. This exemplifies the necessity of implanting at near normal
angles of incidence to maximize retained dose.

Sputtering makes the sample surface recede as shown schematically in
Figure 7a (29) and also removes atoms that have been implanted. It therefore
affects the implantation profile (Fig. 7b). This eventually leads to a steady-
state condition in which there is no further increase in the amount of implanted
species retained in the material given by (30).

NA=NB ¼ rðY � 1Þ�1 ð21Þ

where NA and NB are the concentrations (per unit volume) of A and B atoms, Y is
the total sputtering yield and r is the ratio of the probability for a B atom near
the surface to be sputtered to that of an A atom to be sputtered. This is the
steady-state surface composition of the implanted ion, atom A, and the mona-
tomic target atom (B). For direct ion implantation into a target material, the
maximum concentration of implanted species is inversely proportional to the
sputter yield. This maximum concentration is obtained after the sputtering of
a thickness comparable to the ion range, Rp (more exactly, RpþDRp). However,
more careful consideration should be given if there is preferential sputtering
between atoms of the host material and those of the implanted species. This
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implies that one has to sputter an amount of material, equal to r times the
thickness Rp, in order to reach the steady state. Consequently for ion-target
combinations with high sputter yields, the maximum concentration may be
only a few atom %.

The main features remain the same for composite materials such as binary
alloys. But there are additional complications because there are two kinds of
atoms in the material. The two species may not be sputtered at an equal rate
because of differences in energy sharing (in the collision cascade), ejection
probabilities, or binding energies. Preferential sputtering of one species over
the other has been observed in many alloys and compounds. The change in
surface composition of sputtered multicomponent targets is well documented
(31) and has been theoretically described (32).

Since the majority of sputtered atoms have relatively low energies and
emerge from the first few atomic layers near the surface, the probability of sput-
tering is very sensitive to surface conditions. Surface conditions are influenced by
several factors, such as residual gas in the vacuum, the target material, and the
current density of the incident ion beam. For example, it is well known that ion
implantation in a bad vacuum can cause the formation of a carbon layer on the
sample surface. Formation of thin oxide layers is often encountered in the sput-
tering of easily oxidized materials. Good vacuum and high ion-beam current
(high sputtering rate) are often desirable to minimize surface oxidation.

A thin layer of surface contaminants or oxide can effectively protect the
material from being sputtered, and therefore, can strongly affect the parameters
Y and r, which in turn determine the state of the implanted materials. Since both
carbon and oxide layers can greatly reduce the sputtering yield of the material,
they can significantly increase the maximum implanted concentration (33–36). It
might appear desirable to have surface oxide and carbon layers intentionally
added to enhance the implant concentration. However, because of atomic mixing,
the surface oxygen and carbon can be mixed into the implanted layer after the
prolonged implantation. Significant side effects, sometimes undesirable, can be
caused by these impurities.

Sputtering can also give rise to surface roughness, which can possibly affect
a high dose implantation. The surface roughness has been found to be related to
crystallographic orientation, impurities in the material, ion species, and angles
used for sputtering. An extremely rough surface can also reduce the sputtering
yield.

2.8. Simulations. The previous sections have used analytical appro-
aches to describe ion–solid interactions. Two different types of computer simu-
lations are also used: Monte Carlo (MC) and molecular dynamics (MD). The
Monte Carlo method relies on a binary collision model and molecular dynamics
solves the many-body problem of Newtonian mechanics for many interacting
particles. Ref. 37 provides a review of the computer simulation of ion–solid
interactions.

The MC methods, applied to ion–solid interactions, have a number of
distinct advantages over analytical calculations based on transport theory.
The MC approach allows for a more rigorous treatment of elastic scattering
and of the determination of angular and energy distributions. As the name
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Monte Carlo suggests, the results require averaging over many simulated parti-
cle trajectories.

A number of MC codes have been developed over the years (37). The various
MC programs differ primarily in their basic treatment of elastic scattering. The
program TRIM, Transport of Ion in Matter (6,8), also known as SRIM (The Stop-
ping and Range of Ions in Matter), is the most commonly cited for range and
damage distributions in amorphous materials. SRIM can also simulate sputter-
ing processes. The program provides high computer efficiency while still
maintaining accuracy. The agreement between SRIM and experimental data is
excellent. The influence of the crystal lattice on the range and damage distribu-
tions is accounted for in the MC program Marlowe (38).

To examine the solid as it approaches equilibrium, ie, atom energies of
0.025 eV, requires molecular dynamic simulations. Molecular dynamic simula-
tions follow the spatial and temporal evolution of atoms in a cascade as the
atoms regain thermal equilibrium in �10 ps. By use of MD, one can follow the
physical and chemical effects that influence the final cascade state. Molec-
ular dynamics have been used to solve a variety of cascade phenomena. These
include defect evolution, dynamics of recombination, liquid-like core effects,
and final defect states. The MD programs have also been used to model sputter-
ing processes.

The major requirement for carrying out MD simulations is a suitable
interatomic potential for the description of forces acting between atoms in the
cascade. A general discussion on MD can be found in Ref. 36 and detailed sum-
mary of the use of MD in ion–solid interactions can be found in Refs. 40 and 41.
An extended discussion on embedded-atom potentials necessary for MD calcula-
tions can be found in the review in Ref. 42.

2.9. Other Processes Utilizing Ion Beams. Materials under ion irra-
diation undergo significant atomic rearrangement. The most obvious example of
this phenomenon is the atomic intermixing and alloying that can occur at the
interface separating two different materials during ion irradiation. This process
is known as ion beam mixing (IBM). The advantage of IBM is that arbitrary
concentrations of the materials are readily attainable, and the composition of
the surface can be controlled independent of the bulk materials. The IBM coat-
ings are generally <100 nm thick, approximately equivalent to the range of a
typical implanted ion. An early observation of the ion mixing phenomenon was
made following the irradiation of a Si substrate coated with a thin Pd film (43).
Further information about ion beam mixing can be found in Ref. 44–48.

A related process uses ions to bombard material as it is being deposited onto
a substrate. This process is called ion beam assisted deposition (IBAD) or ion
assisted deposition (IAD). Interest started turning to this hybrid technique in
the early 1980s. The IBAD films can overcome the thickness limitations of ion
implantation and IBM and still maintain desirable adhesion. Several reviews
on this subject can be found in references (49–54). Many of the original research-
ers exploring IBAD processing were primarily interested in better understanding
the processes in plasma-based deposition techniques and deposition of semicon-
ductor related films.

A number of technologically important coatings have been deposited using
the IBAD process. These include diamond-like-carbon (DLC) (55–57), boron
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nitride (58,59), titanium nitride (60), group IV-B nitrides (61), dielectric coatings
(62,63), optical coatings (64,65), reflective coatings (66), thermochromic coatings
(67), magnetic thin films (68), tribological hard coatings such as TiN (69–71), Tic
(71), CrN (72), and cubic BN (73), solid lubricant coatings (74,75) and aqueous
corrosion resistant coatings (76–78).

3. Ion Implantation Systems

Ion implanters are quite complicated machines where high demands are placed
on the process control and productivity (79). The use of high voltages and toxic
gases has also made safety a prominent consideration in the equipment develop-
ment. The wide spectrum of implantation doses and energies required in IC
production have meant that no single machine strategy has been considered
profitable in terms of cost of ownership and overall equipment effectivensss.
Dedicated equipment has therefore been developed and can basically be classi-
fied as follows:

1. High energy implanters with an ion beam energy up to 10 MeV.

2. Low energy implanters with an ion beam energy down to 200 eV.

3. Medium-current implanters with ion beam currents up to 2 mA.

4. High current implanters with ion beam currents up to 35 mA.

Ion implantation systems are large: Typical dimensions are 5� 3� 3 m3,
with weights ranging from 900 to 1600 kg. The main parts, illustrated in
Fig. 8, are the ion source, the beam-line, and the end station.

3.1. Ion Source. Figure 9 shows the design of an ion source. Most com-
monly, gas molecules are fed into the ion source from a gas cylinder, in which
the species to be implanted is diluted in a carrier gas such as H2. Alternatively,
the desired species is produced by evaporating from a solid inside the ion source
itself. A plasma is then generated at low pressure by means of one or two
filaments and the arc-voltage, whereby the gas molecules are ionized. If, eg,
the source gas is BF3, a variety of ions such as BFþ

2, BFþ, 10Bþ, 11Bþ, and
10B2þ, are created. A negative extraction voltage at the outlet of the source
will accelerate the positive ions into the beamline. The efficiency of the source
determines the size of the ion beam current. Obtaining a high efficiency is parti-
cularly important for high current implanters and for enabling the implantation
of doubly or triply charged species, which are normally generated in much lower
concentrations than the corresponding singly charged ions. Lowering of the oper-
ating pressure and optimization of the ion source design have led to enhanced
beam plasma confinement and higher discharges of the source gas. Conse-
quently, noteworthy production of multicharged ions such as P2þ and P3þ has
been achieved (79).

3.2. Beamline. In the beamline a uniform ion beam of the desired spe-
cies, energy, and charge must be produced from the multitude of ions created
in the ion source. The construction of the individual beamline parts and the
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sequence in which the necessary operations are performed will depend on the
implanter type and application, but the following main parts can be identified:

1. The Mass Separator. The positive ions from the ion source go through a
magnet analyzer and are separated according to mass and charge. By
adjusting the magnetic dield strength, the path of the ions of interest can be
given a specified radius of curvature and they will pass through a resolving
slit. To increase the ion beam current and thus decrease the implantation
time, a wide slit can be set. The tradeoff is that a larger number of isotopes
and mass interference contaminants may pass the slit as well.

2. The Lens and Scanner. In the lens section, the ion beam is focused to give
either a round spot-sized beam or an elongated ribbon-shaped beam that
extends over the width of the wafer. The shape of the beam that is chosen
depends on the equipment design. The spot-sized beams are scanned across
the wafer in both the X and Y directions. On the other hand, the ribbon-
shaped beam needs only to be scanned in one direction. This reduces the
complexity of the wafer scanning system, which can be either electrostatic,
magnetic, or mechanical.

3. The Accelerator and Decelerator. In the extraction of the ions from the
source, the ions receive their initial acceleration energy. After mass separa-
tion and focusing, the ions can be further accelerated (or decelerated) in the
acceleration column; the final energy is the sum of both accelerations. To
increase the energy capability of the implanter, doubly or even triply
ionized species can be implanted. For an acceleration voltage, V, the ion
energy E is then

E ¼ mqV ð22Þ

where m is the number of ion charges (1,2,. . .) and q is the charge of an elec-
tron. Normally, doubly ionized species are produced less abundantly in the
ion source, so beam currents are typically smaller and implantation times
are longer. The beam purity is also compromised by ions that have lost a
charge, and a significant number of atoms with much lower energy may
also be implanted.

4. The Neutralizer. Before entering the endstation the ion beam is purified by
using electrostatic plates to deflect the ions and filter out neutral atoms and
other contaminants (79).

3.3. Endstation. Wafers in cassettes are loaded into the implanter via a
vacuum load-lock, and a robot handler transports them to the endstation.
Implanters have either a batch-type or serial-type endstation. In a batch-type
implanter, eg, about seventeen 200-mm wafers can be clamped to a disk spinning
at up to 1200 rpm through the ion beam. Serial processing, however, can become
more economical for wafer diameters of 200 mm and above. The individual wafer
is then clamped electrostatically to a chuck by using alternating current (ac) vol-
tages of several hundred volts, as shown in Fig. 10. A ring of holes in the chuck
near the backside of the wafer are used for gas cooling with, eg, nitrogen. The
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wafer temperature can then be kept <1008C, even when it is coated with a pat-
terned photoresist layer. Particularly for high current or high dose implants the
wafer temperature may otherwise rise to several hundred degrees Celsius, which
endangers the integrity of the photoresist masking layer. The chuck is designed
to eleminate sputtering contamination from the disk, clamps, or other exposed
metals near the wafer. Serial processing is also more flexible with respect to
the control of channeling and mask shadowing effects. The wafers can be tilted
form 0 to �608 and rotated during implantation by steps of 0–3608.

Ion doses are measured in a Faraday cup construction, where the actual
beam current is sampled every millisecond and integrated over the implantation
time. The total dose Q is calculated as

Q ¼ It

Amq
ð23Þ

where I is the beam current, t the implantation time, and A the implanted area.
Modern Faraday systems also monitor the beam profile, the overall ion dose, and
the stability of the beam during implantation, thus enhancing the uniformity,
accuracy, and reproducibility of the implantations. Typical specifications for
the nonuniformity of the implanted ion dose are 	0.5% (1 s) over the wafer as
well as from wafer to wafer (78).

3.4. Wafer Contamination. Historically, ion implantation is considered
an inherently clean process compared to other IC-manufacturing techniques.
The increasing demands for ultraclean processing have, however, made the elim-
ination of wafer contamination an issue of major importance in the design of
implanters. The purity of the ion beam itself must be safeguarded at all stages
of the implanter. The ions selected in the analyzer travel through the rest of the
beamline and the endstation before hitting the wafer surface. Collisions with
critical areas in the beamline and endstation or with any residual gases can
lead to discharging of the ions as well as a change of the implantation energy.
At the same time, species from previous implants (eg, B) can be sputtered and
may receive enough energy to penetrate the target surface. Improvements in
the beamline and endstation constructions to prevent collisions have resulted
in high levels of beam purity. Typically, modern implanters do not add >0.1
particle/cm2 silicon surface (particle size 
0.16 mm), and beam impurity contam-
ination is <1%.

The main source of particle contamination is mechanically generated parti-
cles. To minimize this in the wafer handling, eg, only backside wafer contact is
made with the robot arm. Particles are also generated during implantation, par-
ticularly at high ion beam currents. Erosion of beamline components, typically
those made of graphite, and microdischarging are common causes of the elevated
defect levels. Optimization of the beamline design, including the coating of metal
parts with Si and SiC, has dramatically reduced the number of Al, Fe, and Cr
atoms found on the wafer surface (79).

3.5. Semiconductor Doping. The p–n junction (located at the junc-
ture between p- and n- type material) is the basic building block for semiconduc-
tor devices. Integrated-circuit technology requires reproducible and controlled
dopant concentrations to produce such p–n junctions in all active-device
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components, such as bipolar transistors and field effect transistors. In a 5�
5-mm Si chip containing memory arrays and logic elements there may be
millions of transistors: all of which must be functional and properly doped
with donors (n-type) and acceptors (p-type). Dopants can be introduced by diffu-
sion from gas ambient, however, this method of introducing dopants requires
the surfaces be clean and exposed to a uniform flow of dopants in the gas ambi-
ent. Specifically, the gas source of dopants must provide a uniform flux of
dopants impinging on the semiconductor surface and that the trasport of dopants
across the gas-semiconductor surface should not be impeded by localized patches
of contaminants or native oxide layers. From a production stand point these
requirements are difficult to reproducibly achieve. The most reproducible and
effective way to achieve a uniform and controlled introduction of dopants is by
ion implantation. In the ion implantation of semiconductors a beam of dopant
ions of fixed energy, typically between 30 and 100 keV, is rastered across the
surface of the semiconductor. Proper rastering assures a uniform flux of dopants
over the surface of the semiconductor and the ions have sufficiently high velocity,
�107 cm/s, to penetrate through the surface and any thin surface contaminates
and come to rest in the semiconductor some 10–100 nm below the surface. By
choosing the appropriate ion energy, the location of the dopants below the
surface can be precisely controlled.

Another advantage of ion implantation is that selected areas can be
implanted by the use of masks that leave well-defined areas of the semiconductor
exposed to the beam and other areas masked (protected) from the beam. The
thickness of the mask must be greater than the penetration depth or range of
the ion. However, the required ion ranges in semiconductor doping are typically
<100 nm, so that a mask thickness of 200 nm is more than adequate at prevent-
ing ions from reaching the semiconductor. Masks may be thermally grown oxide
layers (SiO2 on Si) or deposited layers of oxides, organic films, or metal layers.
The masks are patterned by photolithographic techniques and the mask materi-
als is removed in areas where the semiconductor is to undergo doping. After
implantation, all the mask material is removed so that the wafer can receive
further processing steps.

As described earlier in the section on radiation damage, the penetration of
energetic ions into the semiconductor results in the production of damage to the
crystal structure. The damage can be sufficiently great so that an amorphous
layer is formed. High temperature processing (600–10008C) is required to anneal
the lattice disorder returning the implanted semiconductor to single-crystal state
with a minimum number of lattice defects and to ensure that the implanted
dopants are incorporated substitutionally in the semiconductor lattice.

Ion implantation became the dominant form of introducing dopants into
silicon in the early 1980s with the transition from bipolar to CMOS transistors
for the majority of electronic devices. Ion implantation processing is now used for
form both deep and shallow junctions in CMOS transistors. The application of
ion implantation in CMOS process technology is discussed in detail Ref. 1.

3.6. Ion Beam Induced Epitaxy Crystallization. During ion implan-
tation, each ion produces a region of disorder around the ion track (Fig. 1). As
the implantation proceeds, the amount of disorder builds up until all the atoms
have been displaced and in some materials an amorphous layer may be produced
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over a depth Rp. The materials most susceptible to this ion beam amorphization
are compound materials and elemental materials where there is significant co-
valent bonding. One of the most widely studied materials is Si. For example,
40-keV phosphorus ions incident on Si will form an amorphous layer at a dose
of �4� 1014 phosphorus ions/cm2. Since this dose is well within the range of a
P doping dose in Si, a postimplantation anneal is needed to recover the single
crystalline Si lattice. When the sample is annealed in a furnace at a fixed
temperature, at one-half the melting temperature (kelvin) of Si (�5508C), the
amorphous layer reorders on the underlying single-crystal substrate. The thick-
ness of the regrown layer increases linearly in time with a velocity of �10�8 cm/s
at one-half the melting-point temperature and increases rapidly with tempera-
ture. The epitaxial reordering process is called ‘‘solid-phase epitaxy’’ as it occurs
at temperatures well below the melting temperature; in contrast to liquid-phase
epitaxy where growth occurs from the melt. Measurements of the growth velo-
city of Si epitaxial layers as a function of temperature indicated that the growth
is thermally activated with an activation energy about 2.7 eV (79).

It is also possible to induce solid-phase epitaxy of an amorphous layer by ion
irradiation, a process that commonly refered to as ‘‘ion beam induced epitaxy
crystallization’’ (IBIEC). Studies on IBIEC are performed by heating a pre-
existing amorphous layer onto a single-crystal substrate at a fixed temperature
and by irradiating it with ion beams having low current densities, in order to
avoid further heating (80). The beam energies are chosen such that the projected
range of the irradiating ions is well beyond the original crystal–amorphous
interface. This allows one to discriminate between the damage clustering,
which is typically produced at eh end of range, and the effects of a passing
beam on a preexisting amorphous layer, ie, the interaction of point defects cre-
ated by the beam with the amorphous layer.

The main result is the large enhancement of the crystallization kinetics
induced by the ion beam irradiation. It is possible to regrow amorphous Si at
temperatures as low as 2508C at a rate of 0.007 nm/s under 600 keV, 1�
1012 Kr/cm2�s irradiations (81). At this temperature, the pure thermal regrowth
rate is negligible (�10�11 nm/s). The beam induced regrwoth depends on the
energy density deposited into nuclear collisions suggesting that the ion-induced
growth rate is associated with the production of atomic displacements at the
crystal–amorphous interface. Studies have also shown that the regrowth rate
increases with decreasing ion mass and increasing ion energy (82), which
suggests that the regrowth rate is dominated not only by defect generation but
also by dynamic defect annealing processes. In addition to IBIEC being a low
temperature process, the regrowth activation energy is significantly lower that
that measured by thermal annealing alone; the IBIEC activation energy mea-
sured for Si layer recrystallizaiton with 600-keV Kr ion is 0.32 eV as compared
to the thermal activation energy of 2.7 eV (80).

The IBIEC process has been observed in a number of materials in addition
to Si. Other materials systems include Ge (80,83), InP, GaP, and InAs (84), GaAs
(85), SiGe (86), SiGeC (89) SrTiO3 (88), and SiC (89,90).

3.7. Ion–Cut. A new and novel use of ion implantation is for the Ion–
Cut process, which provides a way to cleave thin layers of semiconductor materi-
als that can then be transferred onto a host of other substrates. The ion–cut
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process uses ion implanted gas atoms, such as H, to promote cleavage of thin
surface layers that are transferred from bulk substrates onto a host of other
substrates. The process is schematically illustrated in Figure 11 for the produc-
tion of a thin layer of single crystalline silicon on an insulating SiO2 layer, also
know as SOI (silicon on insulator). First, hydrogen is introduced into a single-
crystal silicon wafer by hydrogen-ion implantation to a well-defined depth. After
the ion-implantation, the surfaces of the implanted silicon wafer and another
silicon wafer capped with a silicon with a silicon dioxide layer undergo a surface
cleaning process to remove surface contaminations introduced by the hydrogen-
ion implantation and to leave both surfaces free of particle or organic contamina-
tions. The cleaning procedure results in hydrophilic clean oxide surfaces on both
substrates. The substrate surfaces are then bonded together. When the two sub-
strates are pressed together, interactions between water adsorbed on both sur-
faces lead to weak bond between the wafers via hydrogen bonds. Next, the
joined pair is heated to �2008C for a few hours to establish a strong chemical
bond between the two wafers. After a reasonable bond strength between the
wafers is achieved, the joined pair undergoes an anneal at elevated temperatures
of �4008C. During this heat treatment, the implanted hydrogen atoms rearrange
within the implantation zone, forming H2 gas bubbles of high internal pressure.
Finally, at a critical anneal duration or anneal temperature the H2 gas bubbles
coalesce and lead to the propagation of a crack through the whole silicon crystal
(91,92). The last step comprises a slight polish of the ion-cut surface to remove
the damage layer, which results from the hydrogen-ion irradiation process.
The application of ion-cut to silicon is well documented (93–95). The ion-cut pro-
cess can be applied to a variety of materials, including germanium (96), silicon-
carbide (96,97), diamond thin films (96), or the production of silicon on glass (98).
In the future, ion-cut may allow for greater integration of dissimilar materials
allowing for the development of new microelectronics and 3D electronics.

3.8. Nanocluster Synthesis. There has been a growing interest in
nanostructured materials, such as nanocomposites, nanocrystals, nanoclusters
(NC), and quantum dots, in recent years. These materials often possess unique
size dependent electronic, optical, magnetic, catalytic, and high strength proper-
ties. While there are many proven methods for producing NCs, ion implantation
provides a unique way of producing encapsulated NCs, where the encapsulation
may take place in substrates that provide additional functionality. For example,
one can produce light emitting Si NCs in a SiO2 film that is integrated with an
electronic device fabricated on Si.

The synthesis of NCs by ion implantation takes advantage of the fact that
virtually any element can be implanted into any substrate independent of ther-
modynamic factors, thus makin it possible to obtain impurity concentrations and
distributions that would not be attaintable by traditional alloying methods.
Thus, by ion implantation it is possible to introduce immiscible elements into
a substrate, such as Au into SiO2 or to produce concentrations well above the
solubility limit, for example by implanting Si into SiO2, thereby producing meta-
stable alloy solutions. When these metastable alloys are heated they decompose
into a more thermodynamically stable configuration consisting of precipitates
imbedded in a matrix. Typically the precipitates are composed of the implanted
species and the matrix is the original substrate. However, there are examples
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where the implanted species reacts with one of the components of an alloy sub-
strate and the precipitate that forms is composed of the other substrate element.
An emample is the implantation of Mg into SiO2, where the Mg acts as a redu-
cing agent, reacting with oxygen and allowing Si precipitates to form (99). In
either case, adjusting the ion implantation dose and the temperature and time
of heating can control the size and density of the precipitates. Several overview
papers have been published that show how this approach can be used to form nano-
sized precipitates (100,101). Alloy NCs have also been formed by sequential ion
implantation, with examples including Sb2O3 NCs in SiO2 (102) GaAs NCs in
SiO2 (103,104), CdS NCs in Al2O3 (105,106), VO2 NC in SiO2 (107), ZnTe NCs
in SiO2 (108), and CdSe NC’s in SiO2 (109).

3.9. Tribology. The term Tribology (the science and technology of inter-
acting surfaces in relative motion) is a term encompassing an old, important, and
often complicated set of phenomena relating to friction and wear. In general, the
wear properties of materials are more important than their friction properties.
Implantation has thus been mostly studied for improving wear resistance
(110–112). The application of ion implantation to these areas has not only yielded
surfaces with improved properties but has been important for the study of basic
mechanisms. The problem areas impacted by implantation can be grouped into
three main categories: (1) cutting and slitting operations; (2) corrosive applica-
tions and adhesive wear; and (3) extrusion operations and applications where
large surface forces occur. Industrial applications are reviewed by in Ref. 113
and 114. Two handbooks on tribology, which include ion beam processing are
the Handbook of Tribology: Materials, Coatings, and Surface Treatments (115),
and Friction, Lubrication, and Wear Technology (116). Iwaki Ref. 117 contained a
review of several implantation topics being investigated in Japan and elsewhere.

Ion implantation of metals is becoming more routine on a commercial scale,
mainly with nitrogen implantation as an antiwear treatment of high value criti-
cal components. The primary use to date is for the antiwear treatment of surgical
prostheses such as hips and knees. In use, these implanted components are in
articulating contact against a mating ultrahigh molecular weight polyethylene
cup and wear of either component is a prime concern for the longevity of the
(surgical) prosthesis. A large number of knee, hip and other joint prostheses
are being treated each year in the United States. Ion implantation for such
medical devices is attractive since there is no concern regarding delamination
as for sharp interfaces, and nitrogen is considered benign in the human body.

Ion implantation appears to be an attractive technique for treating indus-
trial components by (1) the stabilization of microstructure, preventing a change
in wear mode, (2) the stimulation of transformations to a wear resistant mode, or
(3) the creation of chemical passivity to prevent a corrosive wear mode. Compo-
nents benefiting from nitrogen ion implantation for improving wear resistance of
tool steel alloys include: plastic injection molding tools, metal rolls, piercing tools,
forming tools, and other components used in mild-wear applications. Successful
utilization of nitrogen implantation requires relatively low tool surface operating
temperatures since the nitrogen/defect structures attributed to improvement of
wear resistance are not stable at high temperatures. The implantation doses
typically used for these applications range from 2 to 6� 1017 ions/cm2 at energies
of 50–100 keV.
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The gap between laboratory wear testing and industrial application trials is
extremely difficult to bridge, since there is often little or no control over testing
in the industrial environment. Despite these limitations, several examples of
industrial successes involving ion implanted tools have been reported and
blind tests of nitrogen-implanted machine tools have been performed, including
tool taps, dies, punches, and TiN coated WC cutting inserts (118). The implanted
tools showed lifetime improvements ranging from 1.5� to 4� and no unim-
planted tool demonstrated better performance than an implanted tool. Improve-
ments were also observed for implanted tool dies and punches.

3.10. Fatigue. Fatigue represents a singularly dangerous mode of mate-
rial failure, in that no obvious prior warning is given of impending fracture. Gen-
erally, such failure occurs upon the cyclic loading at some stress below the static
fracture stress. High loading amplitudes give rise to short lifetimes (low-cycle
fatigue), whereas relatively low loads yield longer lifetimes (high cycle fatigue).
Ion implantation has been employed to improve high cycle fatigue in copper
(119), steel (120–122), nickel (123), and titanium alloys (124–127). The improve-
ments for low cycle fatigue are smaller. In both cases; ion implantation changes
near surface slip, promoting reversibility and increasing the homogenization or
suppressing surface slip. Strengthening mechanisms involved include: solid solu-
tion hardening, precipitation hardening, and compressive stress. The failure
mode of implanted surfaces is seen to shift from slip band cracking to grain
boundary cracking. Vardiman (128) has reviewed this topic.

High temperature fatigue and fretting fatigue behavior has also been
improved by implantation (125,126). This has been achieved by using species
that inhibit oxidation or hardens the surface. It is generally accepted that
fretting behavior is closely connected to oxidation resistance, perhaps due to
third-party effects of oxidation products. Oxidation resistance alone has also
been improved by ion implantation (129–131).

3.11. Aqueous Corrosion. Several studies have demonstrated that ion
implantation may be used to modify either the local or generalized aqueous cor-
rosion behavior of metals and alloys (130,132). In these early studies, metallic
systems have been doped with suitable elements in order to systematically
modify the nature and rate of the anodic and/or cathodic half-cell reactions
that control the rate of corrosion.

The following mechanisms in corrosion behavior have been affected by
implantation and are reviewed in Ref. 130: (1) expansion of the passive range
of potential, (2) enhancement of resistance to localized breakdown of passive
film, (3) formation of amorphous surface alloy to eliminate grain boundaries
and stabilize an amorphous passive film, (4) shift open circuit (corrosion) poten-
tial into passive range of potential, (5) reduce/eliminate attack at second-phase
particles, and (6) inhibit cathodic kinetics.

Corrosion studies involving implantation also fall into two categories:
(1) studies of novel surface alloys (130,132,133) and (2) attempts to improve
the corrosion resistance of some commonly used engineering alloys (135,136).
Bearing in mind the important role of Cr in stainless steels, it is perhaps not
surprising that several workers have considered the effects of Cr implantation
oin the passivation behavior of pure Fe. Ashworth and co-workers (132) were
among, the first workers to study this system. Their work showed conclusively
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that the surface alloys formed by ion implantation behaved in a very similar
manner to conventionally formed binary alloys of a similar composition.

The nature of the microstructure of a surface alloy can have a significant
influence on corrosion behavior. It is well known that multiphase alloys tend
to be susceptible to localized galvanic corrosion between phases of different che-
mical reactivity. Thus it is always desirable to produce single phase alloys to
avoid such effects. Chemical homogeneity in single phase alloys is also desirable.
Ion implantation may be used to form single phase solid solutions often far in
excess of the equilibrium composition. From the corrosion scientist’s viewpoint
this is one major advantage of the use of ion implantation as a surface alloying
technique.

In addition to the conventional approach to designing corrosion resistant
alloys, ion implantation offers some scope for the formation of amorphous surface
alloys (130,136). It is known that amorphous alloys formed by rapid quenching
often exhibit superior corrosion resistance provided that the alloy has a sufficient
concentration of a strong passivator such as Cr. One advantage of such alloys is
that the absence of grain boundaries allows for the formation of a continuous
passive film that is not disrupted at the grain boundary region. The majority
of highly corrosion-resistant alloys studied so far conform to a composition of
�80 at% transition elements and 20 at% metalloids.

The most researched application for corrosion resistance by ion implanta-
tion has been for high cost, high precision aerospace bearings (137). This thrust
has been due to the promise of no delamination problems and the possibility of
selectively optimizing the surface of the hardened martensitic bearing alloys
whose bulk is optimized for high load carrying capabilities and rolling contact
fatigue. There is a widespread bearing corrosion problem in military aircraft
propulsion systems that is typified by localized pitting along the contact region
between the rollers and races. The corrosion pits may act as initiation sites for
fatigue spalling that can lead to catastrophic engine failure. Another serious pro-
blem is that replacement bearings can have short shelf-lives, again due to corro-
sion. Ion implantation was applied to AISI M50 and AISI 52100 bearing steels
(135,138). They found that in addition to maintaining dimensional stability,
mechanical integrity in the form of rolling contact fatigue resistance was not
altered by the implantation process.

3.12. Catalysis. Ion implantation and sputtering in general are useful
methods for preparing catalysts on metal and insulator substrates. This has
been demonstrated for reactions at gas–solid and at liquid–solid interfaces.
Ion implantation should be considered in cases where one needs good adhesion
of the active metal to the substrate or one wants to produce novel materials with
catalytic properties different from either the substrate or the pure active metal
(128–130). Ion beam mixing of deposited films also promises interesting pro-
spects for the preparation of catalysts (131).

Reactions studied at solid–liquid interfaces have been concerned with elec-
trocatalysts (electrodes) mainly in systems important for the development of fuel
cells or water electrolysis. Wolf (139) and Kasten and Wolf (140) made a model
study implanting Pt and other metals into Fe electrodes. They demonstrated a
three orders of magnitude increase of the hydrogen evolution rate in acidic solu-
tions, compared to unimplanted Fe and more than two orders of magnitude in
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comparison to smooth Pt. In contrast to the nearly inactive implanted case, the
activity of the catalyst prepared by sputtering was higher than for the smooth Pt
metal. A very interesting additional finding was the further increase of the activ-
ity, by nearly one order of magnitude, after intermixing the sputtered Pt layer
with the substrate by means of an Argon ion beam.

Ion implantation has also been used for the creation of novel catalytically
active materials. Ruthenium oxide is used as an electrode for chlorine production
because of its superior corrosion resistance. O’Grady and Wolf (141) implanted Pt
in ruthenium oxide and tested the performance of the catalyst with respect to the
oxidation of formic acid and methanol (fuel cell reactions). The implantation of Pt
produced a catalytically active electrode, whose performance is superior to both
pure and smooth Pt. It also has a good long-term stability. The most interesting
finding, however, is the complete inactivity of the electrode for the methanol
oxidation.

There are, however, continuing difficulties for catalytic applications of ion
implantation. One is possible corrosion of the substrate of the implanted or sput-
tered active layer; this is the main factor in the long-term stability of the cata-
lyst. Ion implanted metals may be buried below the surface layer of the
substrate, and hence show no activity. Preparation of catalysts with high surface
areas present problems for ion beam techniques. While it is apparent that ion
implantation is not suitable for the production of catalysts in a porous form,
the results to date do indicate its strong potential for the production and study
of catalytic surfaces that can not be fabricated by more conventional methods.

3.13. Diamond-Like Carbon (DLC). The ultrafast ‘‘quenching’’ times
associated with the decay of ion collision cascades have been utilized for produ-
cing various classes of metastable compounds, including diamond-like carbon
coatings (155-159,142-145). These ion induced coatings were first documented
in 1971 by Aisenberg and Chabot (142) who sputter deposited energetic carbon
ions onto substrates that resulted in hard coatings being formed. The resulting
DLC films were highly adherent and insulating and demonstrated high chemical
resistance to acids, bases, and solvents. Weissmantel’s (55) studies revealed
evidence of microcrystallite diamonds in an amorphous structure with varying
amounts of sp2 (graphitic) and sp3 (diamond) bonding. These films also contained
various amounts of hydrogen that dictated their relative optical and mechanical
behavior. They were very hard, inert, and generally in high compressive stress, a
factor limiting their use in thick film or free standing use. A review of DLC
technology is found in Ref. 146–149.
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96. Q. Y. Tone, K. Gutjahr, S. Hopfe, U. Gösele, and T. H. Lee, Appl. Phys. Lett. 70, 1390

(1997).
97. L. Di Cioccio, Y. Le Tiec, F. Letertre, C. Jaussaud, and M. Bruel, Electron. Lett. 32,

1144 (1996).
98. Q. Y. Tong, T. H. Lee, W. J. Kim, T. Y. Tan, U. Gösele, H. M. You, W. Yun, and J. K. O.
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Solid
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Fig. 1. The ballistic interactions of an energetic ion with a solid. Depicted are sputtering
events at the surface, single-ion/single-atom recoil events, the development of a collision
cascade involving a large number of displaced atoms, and the final position of the incident
ion.
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Fig. 2. Schematic drawing of a conventional, directed beam ion implantation system.
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Fig. 3. An ion incident on a crystal lattice is deflected in nuclear collisions with the
lattice atoms and also loses energy in collisions with electrons (after Ref. 6).
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Fig. 4. An incident ion penetrateds with a total path length R, which gives a projected
range, Rp, along the direction parallel to that of the incident ion (after Ref. 6).
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Fig. 5. Range distribution for implanted ions. The atomic fraction of the implanted ion is
N(x) and x is the distance from the surface. Curve a shows the range distributions for
channeled ion implanted along the <100> axis of Si. Curve b shows the gaussian distribu-
tion for incident ions aligned away form any channeling direction (after Ref. 6).
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Fig. 6. Normalized retained dose at saturation from simplified theory and from
measurements taken on cylindrical steel cylinders (after Ref. 28).
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Fig. 7. Schematic view of the development of the concentration profile of ions implanted
from low (L), to high (H) doses. The projected range in this sample is 60 nm 29.
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Fig. 8. An ion-implantation system.

Fig. 9. Schematic of an ion source. The source itself is immersed in a magnet field that is
oriented parallel to the axis and a spiral trajectory of electrons is created, thus increasing
the ionizing efficiency of the source.
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Fig. 10. Example of an electrostatic chuck used in a serial implanters.

Fig. 11. Schematic of the ion-cut process.
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