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1. Introduction

Catalyst deactivation, the loss over time of catalytic activity and/or selectivity, is
a problem of great and continuing concern in the practice of industrial catalytic
processes. Costs to industry for catalyst replacement and process shutdown total
billions of dollars per year. Time scales for catalyst deactivation vary consider-
ably; for example, in the case of cracking catalysts, catalyst mortality may be
on the order of seconds, while in ammonia synthesis the iron catalyst may last
for 5–10 years. It is inevitable, however, that all catalysts will decay.

Typically, the loss of activity in a well-controlled process occurs slowly.
However, process upsets or poorly designed hardware can bring about cata-
strophic failure. For example, in steam reforming of methane or naphtha great
care must be taken to avoid reactor operation at excessively high temperatures
or at steam-to-hydrocarbon ratios below a critical value. Indeed, these conditions
can cause formation of large quantities of carbon filaments that plug catalyst
pores and voids, pulverize catalyst pellets, and bring about process shutdown,
all within a few hours.

While catalyst deactivation is inevitable for most processes, some of its
immediate, drastic consequences may be avoided, postponed, or even reversed.
Thus, deactivation issues (ie, extent, rate, and reactivation) greatly impact
research, development, design, and operation of commercial processes. Accord-
ingly, there is considerable motivation to understand and treat catalyst decay.
Indeed, over the past three decades, the science of catalyst deactivation has
been steadily developing, while literature addressing this topic has expanded
considerably to include books (1–4); comprehensive reviews (5–8); proceedings
of international symposia (9–14); topical journal issues (eg, Ref. 15); and more
than 7000 patents for the period of 1976–2001. (In a patent search conducted
in April 2001 for the keywords catalyst and deactivation, catalyst and life, and
catalyst and regeneration, 1781, 3134, and 5068 patents were found respec-
tively.) This area of research provides a critical understanding that is the foun-
dation for modeling deactivation processes, designing stable catalysts, and
optimizing processes to prevent or slow catalyst deactivation.

2. Mechanisms of Deactivation of Heterogeneous Catalysts

There are many paths for heterogeneous catalyst decay. For example, a catalyst
solid may be poisoned by any one of a dozen contaminants present in the feed. Its
surface, pores, and voids may be fouled by carbon or coke produced by cracking/
condensation reactions of hydrocarbon reactants, intermediates, and/or pro-
ducts. In the treatment of a power plant flue gas, the catalyst can be dusted or
eroded by and/or plugged with fly ash. Catalytic converters used to reduce emis-
sions from gasoline or diesel engines may be poisoned or fouled by fuel or lubri-
cant additives and/or engine corrosion products. If the catalytic reaction is
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conducted at high temperatures, thermal degradation may occur in the form of
active phase crystallite growth, collapse of the carrier (support) pore structure,
and/or solid-state reactions of the active phase with the carrier or promoters. In
addition, the presence of oxygen or chlorine in the feed gas can lead to formation
of volatile oxides or chlorides of the active phase, followed by gas-phase transport
from the reactor. Similarly, changes in the oxidation state of the active catalytic
phase can be induced by the presence of reactive gases in the feed.

Thus, the mechanisms of solid catalyst deactivation are many; neverthe-
less, they can be grouped into six intrinsic mechanisms of catalyst decay: (1) poi-
soning, (2) fouling, (3) thermal degradation, (4) vapor compound formation and/
or leaching accompanied by transport from the catalyst surface or particle,
(5) vapor–solid and/or solid–solid reactions, and (6) attrition/crushing. As
mechanisms 1, 4, and 5 are chemical in nature while 2 and 5 are mechanical,
the causes of deactivation are basically threefold: chemical, mechanical, and
thermal. Each of the six basic mechanisms is defined briefly in Table 1. Mechan-
isms 4 and 5 are treated together, since 4 is a subset of 5.

2.1. Poisoning. Poisoning (3,16–22) is the strong chemisorption of reac-
tants, products, or impurities on sites otherwise available for catalysis. Thus,
poisoning has operational meaning; that is, whether a species acts as a poison
depends upon its adsorption strength relative to the other species competing
for catalytic sites. For example, oxygen can be a reactant in partial oxidation
of ethylene to ethylene oxide on a silver catalyst and a poison in hydrogenation
of ethylene on nickel. In addition to physically blocking adsorption sites,
adsorbed poisons may induce changes in the electronic or geometric structure
of the surface (17,21).

Mechanisms by which a poison may affect catalytic activity are multifold as
illustrated by a conceptual two-dimensional model of sulfur poisoning of ethylene
hydrogenation on a metal surface shown in Fig. 1. To begin with, a strongly
adsorbed atom of sulfur physically blocks at least one three- or fourfold
adsorption/reaction site (projecting into three dimensions) and three or four

Table 1. Mechanisms of Catalyst Deactivation

Mechanism Type Brief definition/description

poisoning chemical strong chemisorption of species on catalytic sites
which block sites for catalytic reaction

fouling mechanical physical deposition of species from fluid phase
onto the catalytic surface and in catalyst pores

thermal degradation thermal thermally induced loss of catalytic surface area,
support area, and active phase-support
reactions

vapor formation chemical reaction of gas with catalyst phase to produce
volatile compounds

vapor–solid and
solid–solid
reactions

chemical reaction of vapor, support, or promoter with
catalytic phase to produce inactive phase

attrition/crushing mechanical loss of catalytic material due to abrasion loss of
internal surface area due to mechanical-
induced crushing of the catalyst particle
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topside sites on the metal surface. Second, by virtue of its strong chemical bond,
it electronically modifies its nearest neighbor metal atoms and possibly its next-
nearest neighbor atoms, thereby modifying their abilities to adsorb and/or
dissociate reactant molecules (in this case H2 and ethylene molecules), although
these effects do not extend beyond about 5 atomic units (21). A third effect may
be the restructuring of the surface by the strongly adsorbed poison, possibly
causing dramatic changes in catalytic properties, especially for reactions sensi-
tive to surface structure. In addition, the adsorbed poison blocks access of
adsorbed reactants to each other (a fourth effect) and finally prevents or slows
the surface diffusion of adsorbed reactants (effect number five).

Catalyst poisons can be classified according to their chemical makeup,
selectivity for active sites, and the types of reactions poisoned. Table 2 lists
four groups of catalyst poisons classified according to chemical origin and their
type of interaction with metals. It should be emphasized that interactions of
Group VA–VIIIA elements with catalytic metal phases depend on the oxidation
state of the former, ie, how many electron pairs are available for bonding and the
degree of shielding of the sulfur ion by ligands (16). Thus, the order of decreasing
toxicity for poisoning of a given metal by different sulfur species is H2S, SO2,
SO4

2�, ie, in the order of increased shielding by oxygen. Toxicity also increases
with increasing atomic or molecular size and electronegativity, but decreases if
the poison can be gasified by O2, H2O, or H2 present in the reactant stream (21);
for example, adsorbed carbon can be gasified by O2 to CO or CO2 or by H2 to CH4.
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Fig. 1. Conceptual model of poisoning by sulfur atoms of a metal surface during ethylene
hydrogenation.

Table 2. Common Poisons Classified According to Chemical Structure

Chemical type Examples Type of interaction with metals

Groups VA and VIA N, P, As, Sb, O, S, Se, Te through s and p orbitals; shielded
structures are less toxic

Group VII A F, Cl, Br, I through s and p orbitals; formation
of volatile halides

toxic heavy metals
and ions

As, Pb, Hg, Bi, Sn, Zn,
Cd, Cu, Fe

occupy d orbitals; may form alloys

molecules that adsorb
with multiple bonds

CO, NO, HCN, benzene,
acetylene, other unsa-
turated hydrocarbons

chemisorption through multiple
bonds and back bonding
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Table 3 lists a number of common poisons for selected catalysts in impor-
tant representative reactions. It is apparent that organic bases (eg, amines)
and ammonia are common poisons for acidic solids such as silica–aluminas
and zeolites in cracking and hydrocracking reactions, while sulfur- and
arsenic-containing compounds are typical poisons for metals in hydrogenation,
dehydrogenation, and steam reforming reactions. Metal compounds (eg, of Ni,
Pb, V, and Zn) are poisons in automotive emissions control, catalytic cracking,
and hydrotreating. Acetylene is a poison for ethylene oxidation, while asphal-
tenes are poisons in hydrotreating of petroleum residues.

‘‘Selective’’ poisoning involves preferential adsorption of the poison on the
most active sites at low concentrations. If sites of lesser activity are blocked initi-
ally, the poisoning is ‘‘antiselective.’’ If the activity loss is proportional to the con-
centration of adsorbed poison, the poisoning is ‘‘nonselective.’’ An example of
selective poisoning is the deactivation of platinum by CO for the para-H2 conver-
sion (23) while Pb poisoning of CO oxidation on platinum is apparently antiselec-
tive (24), and arsenic poisoning of cyclopropane hydrogenation on Pt is
nonselective (25). For nonselective poisoning the linear decrease in activity
with poison concentration or susceptibility (s) is defined by the slope of the activ-
ity versus poison concentration curve. Several other important terms associated
with poisoning are defined in Table 4. Poison tolerance, the activity at saturation
coverage of the poison, and resistance (the inverse of deactivation rate) are
important concepts that are often encountered in discussions of poisoning includ-
ing those defined in Table 4.

Activity versus poison concentration patterns are based on the assumption
of uniform poisoning of the catalyst surface and surface reaction rate controlling,
ie, negligible pore-diffusional resistance. These assumptions, however, are rarely

Table 3. Poisons for Selected Catalysts in Important Representative Reactions

Catalyst Reaction Poisons

silica–alumina,
zeolites

cracking organic bases, hydrocarbons
heavy metals

nickel, platinum,
palladium

hydrogenation/
dehydrogenation

compounds of S, P,As, Zn,Hg,
halides, Pb, NH3, C2H2

nickel steam reforming of methane,
naphtha

H2S, As

iron, ruthenium ammonia synthesis O2, H2O, CO, S, C2H2, H2O
cobalt, iron Fischer–Tropsch synthesis H2S, COS, As, NH3, metal

carbonyls
noble metals on
zeolites

hydrocracking NH3, S, Se, Te, P

silver ethylene oxidation to ethylene
oxide

C2H2

vanadium oxide oxidation/selective catalytic
reduction

As/Fe, K, Na from fly ash

platinum, palladium oxidation of CO and
hydrocarbons

Pb, P, Zn, SO2, Fe

cobalt and
molybdenum sulfides

hydrotreating of residues asphaltenes; N, Ni, V
compounds
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met in typical industrial processes because the severe reaction conditions of high
temperature and high pressure bring about a high pore-diffusional resistance for
either the main or poisoning reaction or both. In physical terms, this means that
the reaction may occur preferentially in the outer shell of the catalyst particle, or
that poison is preferentially adsorbed in the outer shell of the catalyst particle, or
both. The nonuniformly distributed reaction and/or poison leads to nonlinear
activity versus poison concentration curves, but do not represent truly selective
or antiselective poisoning. For example, if the main reaction is limited to an outer
shell in a pellet where poison is concentrated, the drop in activity with concen-
tration will be precipitous.

As sulfur poisoning is a difficult problem in many important catalytic pro-
cesses (eg, hydrogenation, methanation, Fischer–Tropsch synthesis, steam
reforming, and fuel cell power production), it merits separate discussion as an
example of catalyst poisoning phenomena. Studies of sulfur poisoning in hydro-
genation and CO hydrogenation reactions have been thoroughly reviewed
(8,21,26–30). Much of the previous work focused on poisoning of nickel metal cat-
alysts by H2S, the primary sulfur poison in many important catalytic processes,
and thus provides some useful case studies of poisoning.

Previous adsorption studies (27–29) indicate that H2S adsorbs strongly and
dissociatively on nickel metal surfaces. Extrapolation of high temperature data
to zero coverage using a Tempkin isotherm (28) yields an enthalpy of adsorption
of �250 kJ/mol; in other words, at low sulfur coverages, surface nickel–sulfur
bonds are a factor of 3 more stable than bulk nickel–sulfur bonds. The absolute
heat of adsorption increases with decreasing coverage and the equilibrium
partial pressure of H2S increases with increasing temperature and increasing
coverage. It is expected that H2S (and other sulfur impurities) will adsorb essen-
tially irreversibly to high coverage in most catalytic processes involving metal
catalysts.

Two important keys to reaching a deeper understanding of poisoning phe-
nomena include (1) determining surface structures of poisons adsorbed on metal
surfaces and (2) understanding how surface structure and hence adsorption stoi-
chiometry change with increasing coverage of the poison. Studies of structures of
adsorbed sulfur on single crystal metals (especially Ni) (3,27,31–34) provide such
information. They reveal, for example, that sulfur adsorbs on Ni(100) in an
ordered P(2� 2) overlayer, bonded to four Ni atoms at S/Nis < 0.25 and in a

Table 4. Important Poisoning Parameters

Parameter Definition

activity (a) reaction rate at time t relative to that at t¼ 0
susceptibility
(s)

negative slope of the activity versus poison concentration curve
[s¼ (a�1)/C (t)]. Measure of a catalyst’s sensitivity to a given poison

toxicity susceptibility of a given catalyst for a poison relative to that for another
poison

resistance inverse of the deactivation rate, property that determines how rapidly a
catalyst deactivates

tolerance
(a(Csat))

activity of the catalyst at saturation coverage (some catalysts may have
negligible activity at saturation coverage)
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C(2� 2) overlayer to two Ni atoms for S/Nis¼ 0.25–0.50 (see Fig. 2; Nis denotes a
surface atom of Ni); saturation coverage of sulfur on Ni(100) occurs at S/Nis¼ 0.5.
Adsorption of sulfur on Ni(110), Ni(111), and higher index planes of Ni is more
complicated; while the same P(2� 2) structure is observed at low coverage, com-
plex overlayers appear at higher coverages—for example on Ni(111) in two addi-
tional stages (structures) up to saturation at S/Nis¼ 0.5. In more open surface
structures such as Ni(110) and Ni(210), saturation coverage occurs at S/
Nis¼ 0.74 and 1.09 respectively; indeed, there is a trend of increasing S/Nis
with decreasing planar density for Ni while the saturation sulfur concentration
remains constant at 44 ng/cm2 Ni (see Table 5).

Reported saturation stoichiometries for sulfur adsorption on polycrystalline
and supported Ni catalysts (S/Nis) vary from 0.25 to 1.3 (27). The values of
saturation coverage greater than S/Nis¼ 0.5 may be explained by (1) a higher
fractional coverage of sites of lower coordination number, ie, involving more
open planes or intersections of planes (Table 5); (2) enhanced adsorption capacity
at higher gas phase concentrations of H2S in line with the observed trend of

S

Ni

(a) p(2×2), S/Nis = 0.25

(b) c(2×2), S/Nis = 0.5

Fig. 2. Schematic view of sulfur adsorbed on a Ni(100) surface at a (a) S/Nis¼ 0.25 in a
p(2� 2) structure and (b) S/Nis¼ 0.50 in a c(2� 2) structure.
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increasing saturation coverage with increasing H2S concentration; and/or
(3) reconstruction of the surface by adsorbed sulfur at higher adsorption
temperatures.

The first effect would be favored, and in fact is observed, for supported cat-
alysts of higher dispersion (27). The second effect may explain the typically lower
observed values of S/Nis for single crystal Ni, which are measured at extremely
low pressures (high vacuum) relative to the higher values of S/Nis for polycrystal-
line and supported Ni, typically measured at orders of magnitude higher pres-
sure; in the case of the single crystal work the surface is not in equilibrium
with gas phase H2S/H2. The third effect, reconstruction of nickel surfaces by
adsorbed sulfur, has been reported by a number of workers (27); for example,
McCarroll and co-workers (33,34) found that sulfur adsorbed at near saturation
coverage on a Ni(111) face was initially in a hexagonal pattern but upon heating
above 700 K reoriented to a distorted C(2� 2) structure on a Ni(100) layer. In
another study (32), sulfur adsorbed on a Ni(810) caused decomposition to (100)
and (410) facets. On the basis of their review of the reconstruction studies,
Bartholomew and co-workers (27) concluded that at high temperatures and
near saturation coverages, restructuring by sulfur of different facets of Ni to
the more stable Ni(100) is probably a general phenomenon. If so, the S/Nis
ratio at saturation would in principle be 0.5 for the reconstructed surface. In
the first example above, restructuring would not affect the S/Nis ratio at satura-
tion, since it is 0.5 for both (100) and (111) planes; however, in the second exam-
ple, the S/Nis ratio at saturation would probably decrease, as rough planes
transform to smoother ones. Nevertheless, the possibility of increases in the S/
Nis ratio at saturation due to reconstruction cannot be ruled out.

The nature of reconstruction of a surface by a poison may depend on its pre-
treatment. For example, in a scanning tunneling microscopy (STM) study of
room temperature H2S adsorption on Ni(110), Ruan and co-workers (35) found
that the S/Ni structure at saturation varied with the initial state of the surface,
ie, whether clean or oxygen covered (see Fig. 3). This study showed that no recon-
struction occurs by direct exposure to H2S at room temperature, rather only in
the presence of O2 (or air). This emphasizes the complexities inherent in predict-
ing the structure and stability of a given poison adsorbed on a given catalyst dur-
ing a specified reaction as a function of different pretreatments or process
disruptions, eg, exposure to air.

Table 5. Sulfur Adsorption Densities on Various Crystal Faces of Nickel a

Crystal face

Sulfur conc. at
saturation,
ng�S/cm2

Number of S
atoms/cm2

(�1015)

Number of
Ni atoms/cm2

(�1015)

S atoms per
surface Ni
atoms

(111) 47� 1 0.86 1.8 0.48
(100) 43� 1 0.80 1.6 0.50
(110) 44.5� 1 0.82 1.1 0.74
(210) 42� 1 0.78 0.72 1.09
polycrystalline 44.5� 1 0.82 — —

aData from Ref. 31.
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It is evident that structure and stoichiometry of sulfur adsorbed on nickel
are complex functions of temperature, H2S concentration, sulfur coverage, and
pretreatment, phenomena that account at least in part for the complex nature
of nickel poisoning by sulfur (27,36). Could one expect similar complexities in
the poisoning of other metals? Probably, since poisoning of nickel is prototypical,
ie, similar principles operate and similar poisoning behaviors are observed in
other poison/metal systems, although none have been studied to the same
depth as sulfur/nickel.

Since one of the necessary steps in a catalytic reaction is the adsorption of
one or more reactants, investigation of the effects of adsorbed sulfur on the
adsorption of other molecules can provide useful insights into the poisoning pro-
cess (21,27). Previous investigations (27,37–43) indicate that both H2 and CO
adsorptions on nickel are poisoned by adsorbed sulfur. Sulfur poisoning can
affect reaction selectivity as well as activity (27).

Because sulfur adsorbs so strongly on metals and prevents or modifies the
further adsorption of reactant molecules, its presence on a catalyst surface

Fig. 3. A series of in situ STM images recorded after exposure of Ni(110) to oxygen and
then progressively higher exposures of H2S: (a) (2� 1)O overlayer; (b) white islands and
black troughs with a C(2� 2)S structure after exposure to 3 and 8 L of H2S; (c) 25 L,
islands transform to low-coordinated rows in the [001] direction; and (d) 50 L, stable,
well-ordered (4� 1)S (35).
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usually effects substantial or complete loss of activity in many important reac-
tions. The steady-state methanation activities of Ni, Co, Fe, and Ru are relative
to the fresh, unpoisoned surface activity as a function of gas phase H2S concen-
tration. Data indicate that Ni, Co, Fe, and Ru all suffer 3–4 orders of magnitude
loss in activity at 15–100 ppb of H2S, ie, their sulfur tolerances are extremely
low. Moreover, the sharp drop in activity with increasing H2S concentration sug-
gests highly selective poisoning. Nevertheless, the rate of sulfur poisoning and
hence sulfur resistance varies from catalyst to catalyst and is apparently a func-
tion of catalyst composition (27) and reaction conditions (44). Indeed, it is possi-
ble to significantly improve sulfur resistance of Ni, Co, and Fe with catalyst
additives such as Mo and B that selectively adsorb sulfur. Because the adsorp-
tion of sulfur compounds is generally rapid and irreversible, surface sulfur con-
centrations in catalyst particles and beds are nonuniform, eg, H2S adsorbs
selectively at the entrance to a packed bed and on the outer surface of catalyst
particles, making the experimental study and modeling of sulfur poisoning extre-
mely difficult.

There are other complications in the study of sulfur poisoning. For example,
the adsorption stoichiometry of sulfur in CO hydrogenation on Ni is apparently a
function of the temperature, H2/CO ratio, and water partial pressure (44). More-
over, at high CO partial pressures sulfur may be removed from the surface as
COS, which is not as strongly adsorbed as H2S. At low temperature conditions,
eg, those representative of Fischer–Tropsch synthesis or liquid phase hydro-
genations, the gas phase concentration of H2S in poisoning studies must be
kept very low, ie, below 0.1–5 ppm, to avoid formation of bulk metal sulfides —
a phenomenon that seriously compromises the validity of the results. Thus,
the importance of studying poisoning phenomena in situ under realistic reaction
conditions, at low process-relevant poison concentrations, and over a process-
representative range of temperature and concentration conditions is emphasized.

There are a number of industrial processes in which one intentionally poi-
sons the catalyst in order to improve its selectivity. For example, to minimize
unwanted cracking reactions, to improve isomerization selectivity, to minimize
coking, etc.

2.2. Fouling, Coking, and Carbon Deposition. Fouling is the physi-
cal (mechanical) deposition of species from the fluid phase onto the catalyst sur-
face, which results in activity loss due to blockage of sites and/or pores. In its
advanced stages it may result in disintegration of catalyst particles and plugging
of the reactor voids. Important examples include mechanical deposits of carbon
and coke in porous catalysts, although carbon- and coke-forming processes also
involve chemisorption of different kinds of carbons or condensed hydrocarbons
that may act as catalyst poisons. The definitions of carbon and coke are some-
what arbitrary and by convention related to their origin. Carbon is typically a
product of CO disproportionation while coke is produced by decomposition or con-
densation of hydrocarbons on catalyst surfaces and typically consists of polymer-
ized heavy hydrocarbons. Nevertheless, coke forms may vary from high
molecular weight hydrocarbons to primarily carbons such as graphite, depending
upon the conditions under which the coke was formed and aged. A number of
books and reviews treat the formation of carbons and coke on catalysts and
the attendant deactivation of the catalysts (1,4,45–50).
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The chemical structures of cokes or carbons formed in catalytic processes
vary with reaction type, catalyst type, and reaction conditions. Menon (50) sug-
gested that catalytic reactions accompanied by carbon or coke formation can be
broadly classified as either coke-sensitive or coke-insensitive, analogous to
Boudart’s more general classification of structure-sensitive and structure-
insensitive catalytic reactions. In coke-sensitive reactions, unreactive coke is
deposited on active sites, leading to activity decline, while in coke-insensitive re-
actions, relatively reactive coke precursors formed on active sites are readily
removed by hydrogen (or other gasifying agents). Examples of coke-sensitive
reactions include catalytic cracking and hydrogenolysis; on the other hand,
Fischer–Tropsch synthesis, catalytic reforming, and methanol synthesis are
examples of coke-insensitive reactions. On the basis of this classification
Menon (50) reasoned that the structure and location of a coke are more impor-
tant than its quantity in affecting catalytic activity.

Consistent with Menon’s classification, it is also generally observed that not
only structure and location of coke vary but also its mechanism of formation var-
ies with catalyst type, eg, whether it is a metal or metal oxide (or sulfide, sulfides
being similar to oxides).

Carbon and Coke Formation on Supported Metal Catalysts. Possible
effects of fouling by carbon (or coke) on the functioning of a supported metal cat-
alyst are as follows. Carbon may (1) chemisorb strongly as a monolayer or phy-
sically adsorb in multilayers and in either case block access of reactants to metal
surface sites, (2) totally encapsulate a metal particle and thereby completely
deactivate that particle, and (3) plug micro- and mesopores such that access of
reactants is denied to many crystallites inside these pores. Finally, in extreme
cases, strong carbon filaments may build up in pores to the extent that they
stress and fracture the support material, ultimately causing the disintegration
of catalyst pellets and plugging of reactor voids.

Mechanisms of carbon deposition and coke formation on metal catalysts
from carbon monoxide and hydrocarbons (4,45–49) are illustrated in Figs. 4

Cα (a)

Cα (a) + O (a)

Cβ (s)

CH4 (g)

Ni3C (s)

C in Ni

4 H (a)

CO (a)

Cc (s)

Cv

Fig. 4. Formation, transformation, and gasification of carbon on nickel (a, g, s refer to
adsorbed, gaseous, and solid states respectively) (48).
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and 5. Different kinds of carbon and coke that vary in morphology and reactivity
are formed in these reactions. For example, CO dissociates on metals to form Ca,
an adsorbed atomic carbon; Ca can react to Cb, a polymeric carbon film. The more
reactive, amorphous forms of carbon formed at low temperatures (eg, Ca and Cb)
are converted at high temperatures over a period of time to less reactive, graphi-
tic forms (48).

It should also be emphasized that some forms of carbon result in loss of cat-
alytic activity and some do not. For example, at low temperatures (<300–3758C)
condensed polymer or b-carbon films and at high temperatures (>6508C) graphi-
tic carbon films encapsulate the metal surfaces of methanation and steam
reforming catalysts (48). Deactivation of steam reforming catalysts at high reac-
tion temperatures (500–9008C) may be caused by precipitation of atomic (carbi-
dic) carbon dissolved in the Ni surface layers to a depth of more than 50–70 nm
(50,51). If it accumulates on the metal surface (at high or low temperatures),
adsorbed atomic carbon can deactivate metal sites for adsorption and/or reaction.
For example, Durer and co-workers (52) demonstrated that carbon atoms resid-
ing in the fourfold hollow sites of Rh(100) block the adsorption of hydrogen (and
hence could block sites for hydrogenation). In the intermediate temperature
range of 375–6508C, carbon filaments are formed by precipitation of dissolved
carbon at the rear side of metal crystallites, causing the metal particles to
grow away from the support (45). Filament growth ceases when sufficient carbon
accumulates on the free surface to cause encapsulation by a carbon layer; how-
ever, encapsulation of the metal particles does not occur if H2/CO or H2O/hydro-
carbon ratios are sufficiently high. Thus, carbon filaments sometimes formed in
CO hydrogenation or steam reforming of hydrocarbons would not necessarily
cause a loss of intrinsic catalyst activity unless they are formed in sufficient
quantities to cause plugging of the pores (48) or loss of metal occurs as the carbon
fibers are removed during regeneration (53,54). However, in practice, regions of
carbon forming potential in steam reforming must be carefully avoided, since
once initiated, the rates of filamentous carbon formation are sufficiently high

(Hydrocarbon)

CnHm (a)

Cα (a)

Cα (a) + H (a) + CHx (a) + C2Hy (a) + ... + CnHz

2 H (a)

C in Ni (carbon in solid soln.) Cv (vermicular cabon)
Cγ (s) (metal carbide)

Cβ (s) Cc (s) (amorphous and graphitic carbons)

CH4 (g)

CH4 (g)

H2 (g)H2 (a)

4 H (a)
CH4 (a)

CH4 (a)
+ (4 –x) H (a)

condensed high mol. wt. HC (a)
(coke)

Cα, Cβ, Cc + H2 (g)
(carbon)

CHx

C2Hy + ... + CnHz

Fig. 5. Formation and transformation of coke on metal surfaces (a, g, s refer to adsorbed,
gaseous, and solid states respectively); gas phase reactions are not considered (48).
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to cause catastrophic pore plugging and catalyst failure within a few hours to
days.

The rate at which deactivation occurs for a given catalyst and reaction
depends greatly on reaction conditions—especially temperature and reactant
composition. A fundamental principle for coke-insensitive reactions on metals
(eg, methanation, Fischer–Tropsch synthesis, steam reforming, catalytic reform-
ing, and methanol synthesis) is that deactivation rate depends greatly on the dif-
ference in rates of formation and gasification of carbon/coke precursors, ie, rd¼
rf � rg. If the rate of gasification rg is equal to or greater than that of formation rf,
carbon/coke is not deposited. Rates of carbon/coke precursor formation and gasi-
fication both increase exponentially with temperature, although the difference
between them varies a great deal with temperature because of differences in pre-
exponential factors and activation energies. Thus, carbon/coke formation is
avoided in regions of temperature in which precursor gasification rate exceeds
deposition rate. A similar principle operates in steam reforming, ie, at a suffi-
ciently low reaction temperature, the rate of hydrocarbon adsorption exceeds
the rate of hydrocracking and a deactivating polymer film is formed (55); accord-
ingly, it is necessary to operate above this temperature to avoid deactivation.

In steam reforming filamentous carbon formation rate is a strong function
of hydrocarbon structure; for example, it decreases in the order acetylenes, ole-
fins, paraffins, ie, in order of decreasing reactivity, although activation energies
for nickel are in the same range (125–139 kJ) independent of hydrocarbon struc-
ture and about the same as those observed for formation of filamentous carbon
from decomposition of CO (48). This latter observation suggests that the reac-
tions of CO and different hydrocarbons to filamentous carbon proceed by a com-
mon mechanism and rate-determining step—probably the diffusion of carbon
through the metal crystallites (48).

The rate at which a carbon or coke is accumulated in a given reaction under
given conditions can vary significantly with catalyst structure, including metal
type, metal crystallite size, promoter, and catalyst support. For example, sup-
ported Co, Fe, and Ni are active above 350–4008C for filamentous carbon forma-
tion from CO and hydrocarbons; the order of decreasing activity is reportedly Fe,
Co, Ni (48). Pt, Ru, and Rh catalysts, on the other hand, while equally or more
active than Ni, Co, or Fe in steam reforming produce little or no coke or carbon.
This is attributed to reduced mobility and/or solubility of carbon in the noble
metals, thus retarding the nucleation process. Thus, it is not surprising that
addition of noble metals to base metals retards carbon formation; for example,
addition of Pt in Ni lowers carbon deposition rate during methanation,
while addition of Cu or Au to Ni substantially lowers carbon formation in
steam reforming (48,56). In contrast to the moderating effects of noble metal
additives, addition of 0.5% Sn to cobalt substantially increases the rate of carbon
filament formation from ethylene (57), an effect desirable in the commercial
production of carbon filament fibers.

Since carbon formation and gasification rates are influenced differently by
modifications in metal crystallite surface chemistry, which are in turn a function
of catalyst structure, oxide additives or oxide supports may be used to moderate
the rate of undesirable carbon or coke accumulation. For example, Bartholomew
and Strasburg (58) found the specific rate (turnover frequency) of filamentous
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carbon deposition on nickel during methanation at 3508C to decrease in the order
Ni/TiO2, NiAl2O3, Ni/SiO2, while Vance and Bartholomew (59) observed Ca

hydrogenation rates at 1708C to decrease in this same order (the same as for
methanation at 2258C). This behavior was explained in terms of promotional
or inhibiting effects due to decoration of metal crystallites by the support, for
example silica, inhibiting both CO dissociation and carbon hydrogenation. This
hypothesis is consistent with observations (60,61) that silica evaporated on metal
surfaces and supported metals inhibits formation of filamentous carbon. Simi-
larly Bitter and co-workers (62) observed rates of carbon formation in CO2/CH4

reforming to decrease in the order Pt/g-Al2O3!Pt/TiO2 > Pt/ZrO2; while 90% of
the carbon deposited on the support, the authors linked deactivation to carbon
accumulated on the metal owing to an imbalance between carbon formed by
methane dissociation and oxidation by chemisorbed CO2. The rate of formation
of coke in steam reforming is delayed and occurs at lower rates in nickel catalysts
promoted with alkali or supported on basic MgO (63).

Since formation of coke, graphite, or filamentous carbon involves the forma-
tion of C�C bonds on multiple atoms sites, one might expect that coke or carbon
formation on metals is structure-sensitive, ie, sensitive to surface structure and
metal crystallite size. Indeed, Bitter and co-workers (62) found that catalysts
containing larger Pt crystallites deactivate more rapidly than those containing
small crystallites. Moreover, a crystallite size effect, observed in steam reforming
of methane on nickel (48,63), appears to operate in the same direction, ie, forma-
tion of filamentous carbon occurs at lower rates in catalysts containing smaller
metal crystallites.

In summary, deactivation of supported metals by carbon or coke may occur
chemically owing to chemisorption or carbide formation or physically and
mechanically owing to blocking of surface sites, metal crystallite encapsulation,
plugging of pores, and destruction of catalyst pellets by carbon filaments. Block-
ing of catalytic sites by chemisorbed hydrocarbons, surface carbides, or relatively
reactive films is generally reversible in hydrogen, steam, CO2, or oxygen.
Further details of the thermodynamics, kinetics, and mechanisms of carbon
and coke formation in methanation and steam reforming reactions are available
in reviews by Bartholomew (48) and Rostrup-Nielsen (55,63).

Coke Formation on Metal Oxide and Sulfide Catalysts. In reactions
involving hydrocarbons, coke may be formed in the gas phase and on both non-
catalytic and catalytic surfaces. Nevertheless, formation of coke on oxides and
sulfides is principally a result of cracking reactions involving coke precursors
(typically olefins or aromatics) catalyzed by acid sites (64,65). Dehydrogenation
and cyclization reactions of carbocation intermediates formed on acid sites lead
to aromatics, which react further to higher molecular weight polynuclear aro-
matics and condense as coke.

Olefins, benzene and benzene derivatives, and polynuclear aromatics are
precursors to coke formation. However, the order of reactivity for coke formation
is clearly structure dependent, ie, decreases in the order polynuclear aromatics >
aromatics > olefins > branched alkanes > normal alkanes. For example, the
weight percent coke formed on silica–alumina at 5008C is 0.06, 3.8, 12.5,
and 23% for benzene, naphthalene, fluoranthene, and anthracene respectively
(66).
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Coking reactions in processes involving heavy hydrocarbons are very com-
plex; different kinds of coke may be formed and they may range in composition
from CH to C and have a wide range of reactivities with oxygen and hydrogen
depending upon the time on stream and temperature to which they are exposed.
For example, coke deposits occurring in hydrodesulfurization of residues have
been classified into three types (67):

1. Type I deposits are reversibly adsorbed normal aromatics deposited during
the first part of the cycle at low temperature.

2. Type II deposits are reversibly adsorbed asphaltenes deposited early in the
coking process.

3. Type III deposits result from condensation of aromatic concentrates into
clusters and then crystals that constitute a ‘‘mesophase.’’ This crystalline
phase is formed after long reaction times at high temperature. This har-
dened coke causes severe deactivation of the catalyst (67).

In addition to hydrocarbon structure and reaction conditions, extent and
rate of coke formation are also a function of the acidity and pore structure of
the catalyst. Generally, the rate and extent of coke formation increase with
increasing acid strength and concentration. Coke yield decreases with decreasing
pore size (for a fixed acid strength and concentration); this is especially true in
zeolites where shape selectivity plays an important role in coke formation. How-
ever, in pores of molecular diameter, a relatively small quantity of coke can cause
substantial loss of activity. It should be emphasized that coke yield can vary con-
siderably into the interior pores of a catalyst particle or along a catalyst bed,
depending upon the extent to which the main and deactivation reactions are
affected by film mass transport and pore diffusional resistance.

The mechanisms by which coke deactivates oxide and sulfide catalysts are,
as in the case of supported metals, both chemical and physical. However, some
aspects of the chemistry are quite different. The principal chemical loss of activ-
ity in oxides and sulfides is due to the strong adsorption of coke molecules on
acidic sites. But as discussed earlier, strong acid sites also play an important
role in the formation of coke precursors, which subsequently undergo condensa-
tion reactions to produce large polynuclear aromatic molecules that physically
coat catalytic surfaces. Physical loss of activity also occurs as coke accumulates,
ultimately partially or completely blocking catalyst pores as in supported
metal catalysts. For example, in isomerization of cis-butene on SiO2/Al2O3 (68)
catalyst deactivation occurs by rapid, selective poisoning of strong acid sites;
coke evolved early in the reaction is soluble in dichloromethane and pyridine
and is slightly aromatic. Apparently, the blocking of active sites does not signifi-
cantly affect porosity or catalyst surface area, as SiO2/Al2O3 contains relatively
large mesopores.

In the case of supported bifunctional metal/metal oxide catalysts, different
kinds of coke are formed on the metal and the acidic oxide support, eg, soft coke
(high H/C ratio) on Pt or Pt–Re metals and hard coke (low H/C ratio) on the alu-
mina support in catalytic reforming (69). In this case coke precursors may be
formed on the metal via hydrogenolysis, following which they migrate to the sup-
port and undergo polymerization and cyclization reactions, after which the larger
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molecules are dehydrogenated on the metal and finally accumulate on the sup-
port, causing loss of isomerization activity. Mild sulfiding of these catalysts
(especially Pt–Re/alumina) substantially reduces the rate of hydrogenolysis
and the overall formation of coke on both metal and support; it especially reduces
the hard coke, which is mainly responsible for deactivation.

Several studies (65,70–80) have focused on coke formation during hydro-
carbon reactions in zeolites including (1) the detailed chemistry of coke precur-
sors and coke molecules formed in zeolite pores and pore intersections (or
supercages) and (2) the relative importance of adsorption on acid sites versus
pore blockage. The principal conclusions from these studies can be summarized
as follows: (1) the formation of coke and the manner in which it deactivates a zeo-
lite catalyst are shape-selective processes, (2) deactivation is mainly due to the
formation and retention of heavy aromatic clusters in pores and pore intersec-
tions, and (3) while both acid-site poisoning and pore blockage participate in the
deactivation, the former dominates at low coking rates, low coke coverages (eg,
in Y-zeolite below 2 wt%), and high temperatures, while the latter process dom-
inates at high reaction rates, low temperatures, and high coke coverages. Thus,
pore size and pore structure are probably more important than acid strength and
density under typical commercial process conditions. Indeed, deactivation is typi-
cally more rapid in zeolites having small pores or apertures and/or a monodimen-
sional structure (78). Fig. 6 illustrates four possible modes of deactivation of
HZSM-5 by carbonaceous deposits with increasing severity of coking (78).

These conclusions (in the previous paragraph) are borne out, for example,
in the study by Cerqueira and co-workers (80) of USHY zeolite deactivation dur-
ing methylcyclohexane transformation at 4508C, showing the following:

1. Coke is probably mainly formed by rapid transformation of styrenic C7 car-
benium ions with lesser contributions from reactions of cyclopentadiene,
C3–C6 olefins, and aromatics.

Mode 1 Mode 2

Mode 4Mode 3

Fig. 6. Schematic of the four possible modes of deactivation by carbonaceous deposits in
HZSM-5: (1) reversible adsorption on acid sites, (2) irreversible adsorption on sites with
partial blocking of pore intersections, (3) partial steric blocking of pores, and (4) extensive
steric blocking of pores by exterior deposits (78).
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2. Soluble coke consists of polynuclear aromatic clusters containing three to
seven five- and six-membered rings having typical compositions of C30H40

to C40H44 and having dimensions of 0.9� 1.1 nm to 1.1� 1.5 nm, ie, sizes
that would cause them to be trapped in the supercages of Y-zeolite.

3. At short contact times, coking is relatively slow and deactivation is mainly
due to acid-site poisoning, while at long contact times, coking is much
faster because of the high concentrations of coke precursors; under these
latter conditions coke is preferentially deposited at the outer pore open-
ings of zeolite crystallites and deactivation is dominated by pore-mouth
blockage.

That coke formed at large contact times not only blocks pores and/or pore
intersections inside the zeolite but also migrates to the outside of zeolite crystal-
lites where it blocks pore entrances has been observed in several studies
(74,76,77,80). However, the amount, structure, and location of coke in ZSM-5
depends strongly on the coke precursor, eg, coke formed from mesitylene is
deposited on the external zeolite surface whereas coking with isobutene leads
to largely paraffinic deposits inside pores; coke from toluene, on the other
hand, is polyaromatic and is deposited both on external and internal zeolite sur-
faces (74).

2.3. Thermal Degradation and Sintering. Background. Thermally
induced deactivation of catalysts results from (1) loss of catalytic surface area
due to crystallite growth of the catalytic phase, (2) loss of support area due to
support collapse and of catalytic surface area due to pore collapse on crystallites
of the active phase, and/or (3) chemical transformations of catalytic phases to
noncatalytic phases. The first two processes are typically referred to as ‘‘sinter-
ing.’’ Sintering processes generally take place at high reaction temperatures (eg,
>5008C) and are generally accelerated by the presence of water vapor.

Most of the previous sintering and redispersion work has focused on sup-
ported metals. Experimental and theoretical studies of sintering and redisper-
sion of supported metals published before 1997 have been reviewed fairly
extensively (8,81–90). Three principal mechanisms of metal crystallite growth
have been advanced: (1) crystallite migration, (2) atomic migration, and (3) (at
very high temperatures) vapor transport. Crystallite migration involves the
migration of entire crystallites over the support surface, followed by collision
and coalescence. Atomic migration involves detachment of metal atoms or mole-
cular metal clusters from crystallites, migration of these atoms over the support
surface, and ultimately, capture by larger crystallites. Redispersion, the reverse
of crystallite growth in the presence of O2 and/or Cl2, may involve (1) formation of
volatile metal oxide or metal chloride complexes that attach to the support and
are subsequently decomposed to small crystallites upon reduction and/or (2) for-
mation of oxide particles or films that break into small crystallites during subse-
quent reduction.

There is controversy in the literature regarding which mechanism of sinter-
ing (or redispersion) operates at a given set of conditions. Logically, atomic
migration would be favored at lower temperatures than crystallite migration,
since the higher diffusivities of atoms or small clusters would facilitate their
migration, whereas the thermal energy necessary to induce motion of larger
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crystallites would only be available at higher temperatures. Moreover, migration
of small crystallites might be favorable early in the sintering process but
unfavorable as crystallites become larger. However, fixing on only one of the
three sintering mechanisms (and two dispersion mechanisms) is a simplification
that ignores the possibility that all mechanisms may occur simultaneously and
may be coupled with each other through complex physicochemical processes
including the following: (1) dissociation and emission of metal atoms or metal-
containing molecules from metal crystallites, (2) adsorption and trapping of
metal atoms or metal-containing molecules on the support surface, (3) diffusion
of metal atoms, metal-containing molecules and/or metal crystallites across sup-
port surfaces, (4) metal or metal oxide particle spreading, (5) support surface
wetting by metal particles, (6) metal particle nucleation, (7) coalescence of, or
bridging between, two metal particles, (8) capture of atoms or molecules by
metal particles, (9) liquid formation, (10) metal volatilization through volatile
compound formation, (11) splitting of crystallites in O2 atmosphere owing to for-
mation of oxides of a different specific volume, and (12) metal atom vaporization.
Depending upon reaction or redispersion conditions, a few or all of these
processes may be important; thus, the complexity of sintering/redispersion pro-
cesses is emphasized.

In general, sintering processes are kinetically slow (at moderate reaction
temperatures) and irreversible or difficult to reverse. Thus, sintering is more
easily prevented than cured.

Factors Affecting Metal Particle Growth and Redispersion in Supported
Metals. Temperature, atmosphere, metal type, metal dispersion, promoters/
impurities and support surface area, texture, and porosity are the principal para-
meters affecting rates of sintering and redispersion (see Table 6) (8,86–90). Sin-
tering rates increase exponentially with temperature. Metals sinter relatively

Table 6. Effects of Important Reaction and Catalyst Variables on Sintering Rates of
Supported Metals Based on GPLE Dataa

Variable Effect

temperature sintering rates are exponentially dependent on T; Eact varies from 30 to
150kJ/mol.Eact decreaseswith increasingmetal loading; it increases in the
following order with atmosphere: NO, O2, H2, N2

atmosphere sintering rates aremuch higher for noble metals in O2 than inH2 and higher
for noble and base metals in H2 relative to N2; sintering rate decreases for
supported Pt in atmospheres in the following order: NO, O2, H2, N2

metal observed order of decreasing thermal stability in H2 is Ru > Ir ffi Rh > Pt;
thermal stability in O2 is a function of (1) volatility of metal oxide and
(2) strength of metal oxide–support interaction

support metal–support interactions areweak (bond strengths of 5–15kJ/mol);with a
few exceptions, thermal stability for a given metal decreases with
support in the following order: Al2O3 > SiO2 > carbon

promoters some additives decrease atom mobility, eg, C, O, CaO, BaO, CeO2, GeO2;
others increase atommobility, eg, Pb, Bi, Cl, F, or S; oxides of Ba, Ca, or Sr
are ‘‘trapping agents’’ that decrease sintering rate

pore size sintering rates are lower for porous versus nonporous supports; they
decrease as crystallite diameters approach those of the pores

aRefs. 8 and 86–90.
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rapidly in oxygen and relatively slowly in hydrogen, although depending upon
the support, metal redispersion can be facilitated by exposure at high tempera-
ture (eg, 500–5508C for Pt/Al2O3) to oxygen and chlorine, followed by reduction.
Water vapor also increases the sintering rate of supported metals.

Normalized dispersion (percentage of metal exposed at any time divided by
the initial percentage exposed) versus time data show that at temperatures of
6508C or higher, rates of metal surface area loss (measured by hydrogen chemi-
sorption) due to sintering of Ni/silica in hydrogen atmosphere are significant,
causing 70% loss of the original metal surface area within 50 h at 7508C. In redu-
cing atmosphere, metal crystallite stability generally decreases with decreasing
metal melting temperature, ie, in the order Ru > Ir > Rh > Pt > Pd > Ni > Cu >
Ag, although this order may be affected by relatively stronger metal–support
interactions, eg, the observed order of decreasing stability of supported platinum
in vacuum is Pt/Al2O3 > Pt/SiO2 > Pt/C. In oxidizing atmospheres, metal crystal-
lite stability depends on the volatility of metal oxides and the strength of the
metal–oxide–support interaction. For noble metals, metal stability in air
decreases in the order Rh > Pt > Ir > Ru; formation of volatile RuO4 accounts
for the relative instability of ruthenium (91).

The effect of temperature on sintering of metals and oxides can be under-
stood physically in terms of the driving forces for dissociation and diffusion of
surface atoms, which are both proportional to the fractional approach to the
absolute melting point temperature (Tmp). Thus, as temperature increases, the
mean lattice vibration of surface atoms increases; when the Hüttig temperature
(0.3Tmp) is reached less strongly bound surface atoms at defect sites (eg, edges
and corner sites) dissociate and diffuse readily over the surface, while at the
Tamman temperature (0.5Tmp) atoms in the bulk become mobile. Accordingly,
sintering rates of a metal or metal oxide are significant above the Hüttig tem-
perature and very high near the Tamman temperature; thus, the relative ther-
mal stability of metals or metal oxides can be correlated in terms of the Hüttig or
Tamman temperatures (92). For example, sintering of copper catalysts for
methanol synthesis is promoted by traces of chlorine in the feed, which react
at about 2258C (500 K) with the active metal/metal oxide surface to produce a
highly mobile copper chloride phase having a Tamman temperature of only
79–1748C (352–447 K) relative to 405–5278C (678–800 K) for copper metal or
metal oxides (93).

Promoters or impurities affect sintering and redispersion by either increas-
ing (eg, chlorine and sulfur) or decreasing (eg, oxygen, calcium, cesium) metal
atom mobility on the support; in the latter case this is due to their high
resistance to dissociation and migration due to high melting points as well as
their hindering dissociation and surface diffusion of other atoms. Similarly, sup-
port surface defects or pores impede surface migration of metal particles — espe-
cially micropores and mesopores with pore diameters about the same size as the
metal crystallites.

Historically, sintering rate data were fitted to a simple power-law expres-
sion (SPLE) of the form

�dðD=D0Þ=dt ¼ ksðD=D0Þn ð1Þ
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where ks is the sintering rate constant, D0 the initial dispersion, and n the sin-
tering order, which for typical catalyst systems may vary from 3 to 15; unfortu-
nately, the SPLE is in general not valid for sintering processes because it
assumes that surface area or dispersion ultimately reaches zero, given sufficient
time, when in fact, for a given temperature and atmosphere, a nonzero or limit-
ing dispersion is observed after long sintering times. Moreover, the use of the
SPLE is further questionable because variations in sintering order are observed
as a function of time and temperature for a given catalyst in a fixed atmosphere
(88–90); thus, data obtained for different samples and different reaction condi-
tions cannot be quantitatively compared. Nevertheless, it has been shown by
Fuentes (94) and Bartholomew (87–89) that the effects of temperature, atmo-
sphere, metal, promoter, and support can be quantitatively determined by fitting
sintering kinetic data to the general power-law expression (GPLE)

�dðD=D0Þ=dt ¼ ksðD=D0 �Deq=D0Þm ð2Þ

which adds a term �Deq/D0 to account for the observed asymptotic approach of
the typical dispersion versus time curve to a limiting dispersion Deq at infinite
time; m, the order of sintering, is found to be either 1 or 2. A recently compiled,
comprehensive quantitative treatment of previous sintering rate data based on
the GPLE with an order m of 2 (87–89) quantitatively addresses the effects of
catalyst properties and reaction conditions on sintering rate (91,95–97).

Sintering studies of supported metals are generally of two types: (1) studies
of commercially relevant supported metal catalysts and (2) studies of model
metal–support systems. The former type provides useful rate data that can be
used to predict sintering rates, while the latter type provides insights into the
mechanisms of metal particle migration and sintering, although the results can-
not be quantitatively extrapolated to predict behavior of commercial catalysts.
There is direct evidence from the previous studies of model-supported catalysts
(87,90) for the occurrence of crystallite migration (mainly in well-dispersed sys-
tems early in the sintering process), atomic migration (mainly at longer sintering
times), and spreading of metal crystallites (mainly in oxygen atmosphere). There
is also evidence that under reaction conditions, the surface is dynamic, ie, adsor-
bates and other adatoms rapidly restructure the surface and slowly bring about
faceting; moreover, thermal treatments cause gradual changes in the distribu-
tion of coordination sites to minimize surface energy. There is a trend in increas-
ing sophistication of spectroscopic tools used to study sintering and redispersion.
Additional insights into atomic and molecular processes during reaction at the
atomic scale using STM, analytical HRTEM, and other such powerful surface
science tools are expected during the next decade.

Sintering of Catalyst Carriers. Sintering of carriers has been reviewed by
Baker and co-workers (86) and Trimm (98). Single-phase oxide carriers sinter by
one or more of the following processes: (1) surface diffusion, (2) solid-state diffu-
sion, (3) evaporation/condensation of volatile atoms or molecules, (4) grain
boundary diffusion, and (5) phase transformations. In oxidizing atmospheres,
g-alumina and silica are the most thermally stable carriers; in reducing atmo-
spheres, carbons are the most thermally stable carriers. Additives and impurities
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affect the thermal properties of carriers by occupying defect sites or forming new
phases. Alkali metals, for example, accelerate sintering, while calcium, barium,
nickel, and lanthanum oxides form thermally stable spinel phases with alumina.
Steam accelerates support sintering by forming mobile surface hydroxyl groups
that are subsequently volatilized at higher temperatures. Chlorine also promotes
sintering and grain growth in magnesia and titania during high temperature cal-
cination (99). By contrast, sulfuric acid treatment of hydrated alumina (gibbsite)
followed by two-step calcination results in a very stable transitional alumina
with needle-like particle morphology (98). Dispersed metals in supported metal
catalysts can also accelerate support sintering; for example, dispersed nickel
accelerates the loss of Al2O3 surface area in Ni/Al2O3 catalysts.

Effects of Sintering on Catalyst Activity. Baker and co-workers (86) have
reviewed the effects of sintering on catalytic activity. Specific activity (based on
catalytic surface area) can either increase or decrease with increasing metal
crystallite size during sintering if the reaction is structure-sensitive, or it can
be independent of changes in metal crystallite size if the reaction is structure-
insensitive. Thus, for a structure-sensitive reaction, the impact of sintering
may be either magnified or moderated; while for a structure insensitive-reaction,
sintering has in principle no effect on specific activity (per unit surface area). In
the latter case, the decrease in mass-based activity is proportional to the
decrease in metal surface area. Ethane hydrogenolysis and ethane steam reform-
ing are examples of structure-sensitive reactions, while CO hydrogenation on
supported cobalt, nickel, iron, and ruthenium is structure-insensitive.

2.4. Gas/Vapor–Solid and Solid-State Reactions. In addition to poi-
soning, there are a number of chemical routes leading to catalyst deactivation:
(1) reactions of the vapor phase with the catalyst surface to produce (a) inactive
bulk and surface phases (rather than strongly adsorbed species) or (b) volatile
compounds that exit the catalyst and reactor in the vapor phase; (2) catalytic
solid-support or catalytic solid-promoter reactions, and (3) solid-state transfor-
mations of the catalytic phases during reaction.

Gas/Vapor–Solid Reactions. Reactions of Gas/Vapor with Solid to
Produce Inactive Phases. Dispersed metals, metal oxides, metal sulfides,
and metal carbides are typical catalytic phases, the surfaces of which are similar
in composition to the bulk phases. For a given reaction, one of these catalyst
types is generally substantially more active than the others, eg, only Fe and
Ru metals are active for ammonia synthesis, while the oxides, sulfides, and car-
bides are inactive. If, therefore, one of these metal catalysts is oxidized, sulfided,
or carbided, it will lose essentially all of its activity. While these chemical modi-
fications are closely related to poisoning, the distinction here is that rather than
losing activity owing to the presence of an adsorbed species, the loss of activity is
due to the formation of a new phase altogether.

Examples of vapor-induced chemical transformations of catalysts to inac-
tive phases are listed in Table 7.

Reactions of Gas/Vapor with Solid to Produce Volatile Compounds.
Metal loss through direct vaporization is generally an insignificant route to
catalyst deactivation. By contrast, metal loss through formation of volatile
compounds, eg, metal carbonyls, oxides, sulfides, and halides in CO, O2, H2S,
and halogen-containing environments, can be significant over a wide range of
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Table 7. Examples of Reactions of Gases/Vapors with Catalytic Solids to Produce Inactive Phases

Catalytic process Gas/vapor composition Catalytic solid Deactivating chemical reaction Ref.

auto emissions control N2, O2, HCs, CO, NO,
H2O, SO2

Pt–Rh/Al2O3 2 Rh2O3 þ g-Al2O3!RhAl2O4 þ 0.5 O2 100,101

ammonia synthesis and
regeneration

H2, N2 Fe/K/Al2O3 Fe!FeO at >50 ppm O2 8

Traces O2, H2O Fe!FeO at >0.16 ppm H2O/H2

catalytic cracking HCs, H2, H2O La-Y-zeolite H2O induced Al migration from zeolite
framework causing zeolite destruction

8

CO oxidation, gas turbine
exhaust

N2, O2, 400 ppm CO,
100–400 ppm SO2

Pt/Al2O3 2 SO3þ g-Al2O3!Al2(SO4)3 which blocks
catalyst pores

8

diesel HC/soot emissions
control

N2, O2, HCs (gas and
liquid), CO, NO, H2O,
soot, SO2

Pt/Al2O3 and b-zeolite;
oxides of CaCuFeVK
on TiO2

formation of Al2(SO4)3 or sulfates of Ca,
Cu, Fe, or V which block catalysts pores
and lower activity for oxidation; Al2O3

stabilized by BaO

102–104

Fischer–Tropsch CO, H2, H2O, CO2, HCs Fe/K/Cu/SiO2 Fe5C2!Fe3O4 due to oxidation at high
XCO by-product H2O, CO2

105

Fischer–Tropsch CO, H2, H2O, HCs Co/SiO2 Co þ SiO2!CoO �SiO2 and collapse of
SiO2 by-product H2O

106

selective catalytic reduction
(SCR), stationary

N2, O2, NO, PM,a H2O, SO2 V2O5/WO3/TiO2 formation of Al2(SO4)3 if Al2O3 is used 107

steam reforming and
regeneration in H2O

CH4, H2O, CO, H2, CO2 Ni/Al2O3 Ni þ Al2O3!Ni2Al2O4 8

aParticulate matter.

2
7
5



conditions, including relatively mild conditions. Classes and examples of volatile
compounds are listed in Table 8.

While the chemical properties of volatile metal carbonyls, oxides, and
halides are well known, there is surprisingly little information available on
their rates of formation during catalytic reactions. There have been no reviews
on this subject and relatively few reported studies to define the effects of metal
loss on catalytic activity (27,108–121). Most of the previous work has focused on
volatilization of Ru in automotive converters (108–111); nickel carbonyl forma-
tion in nickel catalysts during methanation of CO (113,119) or during CO chemi-
sorption at 258C (27,115); formation of Ru carbonyls during Fischer–Tropsch
synthesis (116,117); volatilization of Pt during ammonia oxidation on Pt–Rh
gauze catalysts (120,121); and volatilization of Cu from methanol synthesis
and diesel soot oxidation catalysts, leading to sintering in the former and better
catalyst–soot contact but also metal loss in the latter case (92).

Results of selected studies are summarized in Table 9.
Loss of nickel metal during CO chemisorption on nickel catalysts at tem-

peratures above 08C is also a serious problem; moreover, this loss is catalyzed
by sulfur poisoning (27). In view of the toxicity of nickel tetracarbonyl, the
rapid loss of nickel metal, and the ill-defined adsorption stoichiometries,
researchers are advised to avoid using CO chemisorption for measuring nickel
surface areas; instead, hydrogen chemisorption, an accepted ASTM method
with a well-defined adsorption stoichiometry, is recommended (124).

Decomposition of volatile platinum oxide species formed during high tem-
perature reaction may (125–127) lead to formation of large Pt crystallites and/
or substantial restructuring of the metal surface. For example, Wu and Phillips
(125–127) observed surface etching, enhanced sintering, and dramatic surface
restructuring of Pt thin films to faceted particles during ethylene oxidation
over a relatively narrow temperature range (500–7008C). The substantially
higher rate of sintering and restructuring in O2/C2H4 relative to that in nonreac-
tive atmospheres was attributed to the interaction of free radicals such as HO2,
formed homogeneously in the gas phase, with the metal surface to form meta-
stable mobile intermediates. Etching of Pt–Rh gauze in a H2/O2 mixture under
the same conditions as Pt surfaces (6008C, N2/O2/H2¼ 90/7.5/2.5) has also been
reported (123). A significant weight loss was observed in a laminar flow reactor
with little change in surface roughness, while in an impinging jet reactor, there
was little weight loss, but substantial restructuring of the surface to particle-like
structures, 1–10 mm in diameter; these particles were found to have the same

Table 8. Types and Examples of Volatile Compounds Formed in Catalytic Reactions

Gaseous
environment Compound type Example of compound

CO, NO carbonyls and nitrosyl carbonyls Ni(CO)4, Fe(CO)5 (0–3008C)
a

O2 oxides RuO3 (258C), PbO (> 8508C), PtO2

(>7008C)
H2S sulfides MoS2 (>5508C)
halogens halides PdBr2, PtCl4, PtF6, CuCl2, Cu2Cl2

aTemperatures of vapor formation are listed in parentheses.
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Pt–Rh composition as the original gauze. The nodular structures of about 10-mm
diameter formed in these experiments are strikingly similar to those observed on
Pt–Rh gauze after use in production of HCN at 11008C in 15% NH3, 13% CH4,
and 72% air. Moreover, because of the high space velocities during HCN produc-
tion, turbulent rather than laminar flow would be expected as in the impinging
jet reactor. While little Pt is volatilized from the Pt–Rh gauze catalyst during
HCN synthesis, the extensive restructuring leads to mechanical weakening of
the gauze (8).

Table 9. Documented Examples of Reactions of Vapor with Solid to Produce
Volatile Compounds

Catalytic
process

Catalytic
solid

Vapor
formed

Comments on
deactivation process Ref.

automotive
converter

Pd–Ru/Al2O3 RuO4 50% loss of Ru during 100-h
test in reducingautomotive
exhaust

111

methanation
of CO

Ni/Al2O3 Ni(CO)4 PCO > 20 kPa and T < 4258C
due to Ni(CO)4 formation,
diffusion and decomposi-
tion on the support as large
crystallites

113

CO chemi-
sorption

Ni catalysts Ni(CO)4 PCO > 0.4 kPa and T > 08C
due to Ni(CO)4 formation;
catalyzed by sulfur
compounds

114

Fischer–
Tropsch
synthesis
(FTS)

Ru/NaY zeolite
Ru/Al2O3,
Ru/TiO2

Ru(CO)5,
Ru3(CO)12

loss of Ru during FTS (H2/
CO¼ 1, 200–2508C, 1 atm)
on Ru/NaY zeolite and Ru/
Al2O3; up to 40% loss while
flowing CO at 175–2758C
over Ru/Al2O3; for 24 h,
rate of Ru loss less on
titania-supported Ru and
for catalysts containing
large metal crystallites
(3 nm) relative to small
metal crystallites (1.3 nm);
surface carbon lowers loss

116,117

ammonia oxi-
dation

Pt–Rh gauze PtO2 loss: 0.05–0.3 g Pt/tonHNO3;
recovered with Pd gauze;
loss of Pt leads to surface
enrichment with inactive
Rh

8,120,122

HCN
synthesis

Pt–Rh gauze PtO2 extensive restructuring and
loss of mechanical strength

8,123

methanol
synthesis

CuZnO CuCl2,
Cu2Cl2

mobile copper chloride phase
leads to sintering at reac-
tion temperature (2258C)

92

diesel soot
oxidation

oxides of K, Cu,
Mo, and
trace Cl

CuCl2,
Cu2Cl2

mobile copper chloride
improves catalyst–soot
contact; catalyst
evaporation observed

92
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Other examples of catalyst deactivation due to volatile compound formation
include (1) loss of the phosphorus promoter from the VPO catalyst used in the
fluidized-bed production of maleic anhydride with an attendant loss of catalyst
selectivity (8), (2) vapor-phase loss of the potassium promoter from steam-
reforming catalysts in the high temperature, steam-containing environment
(8), and (3) loss of Mo from a 12-Mo-V-heteropolyacid due to formation of a vola-
tile Mo species during oxydehydrogenation of isobutyric acid to methacrylic acid
(118).

While relatively few definitive studies of deactivation by volatile compound
formation have been reported, the previous work does provide the basis for enu-
merating some general principles. A generalized mechanism of deactivation by
formation of volatile metal compounds can be postulated (see Fig. 7). In addition,
the roles of kinetics and thermodynamics can be stated in general terms:

1. At low temperatures and partial pressures of the volatilization agent (VA),
the overall rate of the process is limited by the rate of volatile compound
formation.

2. At intermediate temperatures and partial pressures of the VA, the rate of
formation of the volatile compound exceeds the rate of decomposition.
Thus, the rate of vaporization is high, the vapor is stable, and metal loss
is high.

3. At high temperatures and partial pressures of the VA, the rate of formation
equals the rate of decomposition, ie, equilibrium is achieved. However, the
volatile compound may be too unstable to form or may decompose before
there is an opportunity to be transported from the system. From the pre-
vious work, it is also evident that besides temperature and gas phase com-
position, catalyst properties (crystallite size and support) can play an
important role in determining the rate of metal loss.

Solid-State Reactions. Catalyst deactivation by solid-state diffusion and
reaction appears to be an important mechanism for degradation of complex multi-

Generalized Mechanism:

Generalized Kinetics:

Metal compound vapor

Vaporization

Formation

Decomposition

Decomposition
of vapor

Volatile compoundMetal + Volatile agent Metal

Transport
Lost vapor

(a) rate of volatile compound formation = rate of formation – rate of decomposition

(b) rate of metal loss = rate of vaporizaion – rate of vapor decomposition

Fig. 7. Generalized mechanisms and kinetics for deactivation by metal loss (8).
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component catalysts in dehydrogenation, synthesis, partial oxidation, and total
oxidation reactions (8,128–139). However, it is difficult in most of these reactions
to know the extent to which the solid-state processes such as diffusion and solid-
state reaction are affected by surface reactions. For example, the rate of diffusion
of Al2O3 to the surface to form an aluminate may be enhanced by the presence of
gas-phase oxygen or water or the nucleation of a different phase may be induced
by either reducing or oxidizing conditions. Recognizing this inherent limitation,
the focus here is nevertheless on processes in which formation of a new bulk
phase (and presumably the attendant surface phase) leads to substantially
lower activity. There is probably some overlap with some of the examples
given under Gas/Vapor–Solid Reactions involving reactions of gas/vapor with
solid to produce inactive phases.

Examples from the literature of solid-state transformations leading to cata-
lyst deactivation are summarized in Table 10.

There are basic principles underlying most solid-state reactions in working
catalysts that have been enumerated by Delmon (135): (1) the active catalytic
phase is generally a high-surface-area defect structure of high surface energy
and as such a precursor to more stable, but less active phases and (2) the basic
reaction processes may themselves trigger the solid-state conversion of the active

Table 10. Examples of Solid-State Transformations Leading to Catalyst Deactivation

Catalytic process Catalytic solid
Deactivating
chemical reaction Ref.

ammonia synthesis Fe/K/Al2O3 formation of KAlO2 at
catalyst surface

138

catalytic combustion PdO/Al2O3, PdO/ZrO2 PdO!Pd at T > 8008C 131
catalytic combustion Co/K on MgO, CeO2, or

La2O3

formation of CoO–MgO
solid soln., LaCoO3, or
K2O film on CeO2

139

dehydrogenation of
styrene to ethyl
benzene

Fe2O3/Cr2O3/K2O K migration to center of
pellet caused by
thermal gradient

8

Fischer–Tropsch Fe/K, Fe/K/CuO transformation of active
carbides to inactive
carbides

136,137

oxidation of SO2 to SO3 V2O5/K2O/Na2O/
kieselguhr

formation of inactive
V(IV) compounds at
T < 420–4308C

134

partial oxidation of
benzene to maleic
anhydride

V2O5–MoO3 decreased selectivity due
to loss of MoO3 and
formation of inactive
vanadium compounds

128

partial oxidation of
methanol to
formaldehyde

Fe2(MoO4)3 plus MoO3 structural reorganization
to b-FeMoO4; reduction
of MoO3

129,135

partial oxidation of
propene to acrolein

Fe2(MoO4)3 reductive transformation
of Mo18O52 to Mo4O11

132,135

partial oxidation of
isobutene to
methacrolein

Fe2(MoO4)3 reduction to FeMoO4 and
MoO3�x

130,133
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phase to an inactive phase; for example, it may involve a redox process, part of
which nucleates the inactive phase.

A well-documented example of these principles occurs in the partial oxida-
tion of propene to acrolein on a Fe2(MoO4)3 catalyst (132,135). This oxidation
occurs by the ‘‘Mars van Krevelen’’ mechanism, ie, a redox mechanism in
which lattice oxygen reacts with the adsorbed hydrocarbon to produce the par-
tially oxygenated product; the reduced catalyst is restored to its oxidized state
through reaction with gaseous oxygen. In propene oxidation, two atoms of oxygen
from the catalyst are used, one for removing two hydrogen atoms from the olefin
and the other one in forming the unsaturated aldehyde. The fresh, calcined cat-
alyst MoO3 consists of corner-sharing MoO6 octahedra (with Mo at the center
and six oxygen atoms at the corners), but upon reduction to MoO2, octahedra
share edges. However, it has been reported (132,135) that only slightly reduced
(relative to MoO3), open structures such as Mo18O52 and Mo8O23 are the most
active, selective phases; more complete reduction of either of these structures
leads to formation of Mo4O11 having substantially lower selectivity. Delmon
and co-workers (133,135) have shown that addition of an oxygen donor such as
Sb2O4 facilitates spillover of oxygen and thereby prevents overreduction and
deactivation of the catalyst.

2.5. Mechanical Failure of Catalysts. Forms and Mechanisms of
Failure. Mechanical failure of catalysts is observed in several different forms,
including (1) crushing of granular, pellet, or monolithic catalyst forms due to a
load; (2) attrition, the size reduction, and/or breakup of catalyst granules or pel-
lets to produce fines, especially in fluid or slurry beds; and (3) erosion of catalyst
particles or monolith coatings at high fluid velocities. Attrition is evident by a
reduction in the particle size or a rounding or smoothing of the catalyst particle
easily observed under an optical or electron microscope. Washcoat loss is
observed by scanning a cross section of the honeycomb channel with either an
optical or an electron microscope. Large increases in pressure drop in a catalytic
process are often indicative of fouling, masking, or the fracturing and accumula-
tion of attritted catalyst in the reactor bed.

Commercial catalysts are vulnerable to mechanical failure in large part
because of the manner in which they are formed; that is, catalyst granules,
spheres, extrudates, and pellets ranging in diameter from 50 mm to several milli-
meters are in general prepared by agglomeration of 0.02–2 mm aggregates of
much smaller primary particles having diameters of 10–100 nm by means of pre-
cipitation or gel formation followed by spray drying, extrusion, or compaction.
These agglomerates have in general considerably lower strengths than the pri-
mary particles and aggregates of particles from which they are formed.

Two principal mechanisms are involved in mechanical failure of catalyst
agglomerates: (1) fracture of agglomerates into smaller agglomerates of approxi-
mately 0.2d0–0.8d0 and (2) erosion (or abrasion) of aggregates of primary parti-
cleshavingdiameters ranging from0.1 to 10mmfromthe surface of theagglomerate
(140). While erosion is caused by mechanical stresses, fracture may be due to
mechanical, thermal, and/or chemical stresses. Mechanical stresses leading to
fracture or erosion in fluidized or slurry beds may result from (1) collisions of par-
ticles with each other or with reactor walls or (2) shear forces created by turbu-
lent eddies or collapsing bubbles (cavitation) at high fluid velocities. Thermal
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stresses occur as catalyst particles are heated and/or cooled rapidly; they are
magnified by temperature gradients across particles and by differences in ther-
mal expansion coefficients at the interface of two different materials, eg, catalyst
coating/monolith interfaces; in the latter case the heating or cooling process can
lead to fracture and separation of the catalyst coating. Chemical stresses occur as
phases of different density are formed within a catalyst particle via chemical
reaction; for example, carbiding of primary iron oxide particles increases their
specific volume and micromorphology leading to stresses that break up these par-
ticles (141).

Role of Properties of Ceramic Agglomerates in Determining Strength
and Attrition Resistance. Factors Affecting the Magnitude of Stress
Required for Agglomerate Breakage and the Mechanisms by Which it
Occurs. The extent to which a mechanism, ie, fracture or erosion, participates
in agglomerate size reduction depends upon several factors: (1) the magnitude of
a stress, (2) the strength and fracture toughness of the agglomerate, (3) agglom-
erate size and surface area, and (4) crack size and radius. Erosion (abrasion)
occurs when the stress (eg, force per area due to collision or cavitation pressure)
exceeds the agglomerate strength, ie, the strength of bonding between primary
particles. Erosion rate is reportedly (140) proportional to the external surface
area of the catalyst; thus, erosion rate increases with decreasing agglomerate
size.

Most heterogeneous catalysts are complex, multiphase materials that con-
sist in large part of porous ceramic materials, ie, are typically oxides, sulfides, or
metals on an oxide carrier or support. When a tensile stress of a magnitude close
to the yield point is applied, ceramics almost always undergo brittle fracture
before plastic deformation can occur. Brittle fracture occurs through formation
and propagation of cracks through the cross section of a material in a direction
perpendicular to the applied stress. Agglomerate fracture due to a tensile stress
occurs by propagation of internal and surface flaws; these flaws created by exter-
nal stresses or inherent defects are stress multipliers, ie, the stress is multiplied
by 2(a/r)0.5, where a is the crack length and r is the radius of curvature of the
crack tip; since a/r can vary from 2 to 1000, the effective stress at the tip of a
crack can be 4–60 times the applied stress. Tensile stress multipliers may be
microcracks, internal pores, and grain corners.

The ability of a material to resist fracture is termed fracture toughness. The
plain strain fracture toughness KIc is defined as

KIc ¼ Y�ð�aÞ0:5 ð3Þ

where Y is a dimensionless parameter (often close to 1.0–2.0), the magnitude of
which depends upon both specimen and crack geometries, s is the applied stress,
and a is the length of a surface crack or half the length of an internal crack.
Crack propagation and fracture are likely if the right hand side of equation
3 exceeds the experimental value of plain strain fracture toughness (left-hand
side of eq. 3). Plane strain fracture toughness values for ceramic materials are
significantly smaller than for metals and typically below 10 MPa(m)0.5; repor-
ted values for nonporous, crystalline alumina (99.9%), fused silica, and zirconia
(3 mol% Y2O3) are 4–6, 0.8, and 7–12 MPa(m)0.5 respectively; flexural strengths
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(analogous to yield strengths for metals) for the same materials are 280–550,
100, and 800–1500 MPa (142). Thus, on the basis of both fracture toughness
and flexural strength, nonporous, crystalline zirconia is much stronger toward
fracture than alumina, which in turn is much stronger than fused silica.

The introduction of porosity to crystalline or polycrystalline ceramic mate-
rials will, on the basis of stress amplification, significantly decrease elastic mod-
ulus and flexural strength for materials in tension.

Thus far the discussion has focused mainly on tensile strength, the extent of
which is greatly reduced by the presence of cracks or pores. However, for ceramic
materials in compression, there is no stress amplification due to flaws or pores;
thus ceramic materials (including catalytic materials) in compression are much
stronger (approximately a factor of 10) than in tension. In addition, the strength
of ceramic materials can be dramatically enhanced by imposing a residual com-
pressive stress at the surface through thermal or chemical tempering. Moreover,
introduction of binders such as graphite enables agglomerates of ceramic pow-
ders to undergo significant plastic deformation before fracture.

Tensile Strengths and Attrition Resistance of Catalyst Supports and
Catalysts. The strengths cited above for nonporous, annealed crystalline or
polycrystalline materials do not necessarily apply to porous catalyst agglomer-
ates even under compression; rather, agglomerate strength is dependent upon
the strengths of chemical and physical bonds including the cohesive energy
between primary particles. Agglomerate strength would depend greatly on the
preparation of the compact. Representative data for catalyst agglomerates (see
Table 11) suggest they are generally substantially weaker than polycrystalline
ceramic materials prepared by high temperature sintering, such as alumina
(140,142,144–148).

From the data in Table 11 it is evident that even subtle differences in pre-
paration and pretreatment also affect agglomerate strength. For example,
spheres of g-Al2O3 prepared by sol–gel granulation are substantially (17 times)
stronger than commercial g-Al2O3 spheres (143). Moreover, 30- and 90-mm dia-
meter particles of TiO2 prepared by thermal hydrolysis or basic precipitation are
30 and 15 times stronger than commercially available 4-mm extrudates (146).

Catalyst attrition is a difficult problem in the operation of moving-bed,
slurry-bed, or fluidized-bed reactors. Generally, stronger materials have greater
attrition resistance; this conclusion is supported by representative data in
Table 11 for g-Al2O3, showing that the strength of the alumina prepared by
sol–gel granulation is 17 times higher, while its attrition rate is 5 times lower.

The mechanism by which attrition occurs (erosion or fracture) can vary
with catalyst or support preparation, crush strength, and with reactor environ-
ment; it can also vary with the mechanical test method. There is some evidence
in the attrition literature supporting the hypothesis that in the presence of a
large stress, weaker oxide materials are prone to failure by fracture, while
stronger materials tend to erode (149). However, there is also contrary evidence
(145), showing that fracture may be the preferred mechanism for strong TiO2

agglomerates, while abrasion is favored for weaker agglomerates. Supporting a
third trend, data (140) show that attrition mechanism and rate are independent
of agglomerate strength but depend instead on the type of material. 100-mm-
diameter agglomerates of precipitated Fe/Cu/K Fischer–Tropsch catalyst
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[prepared by United Catalyst (UCI)] and having nearly the same strength shown
in Table 11 for Vista-B Al2O3 (6.3 vs. 6.2 MPa), were found to undergo
substantial fracture to 5–30-mm fragments (an increase from 45 to 85%) as
well as substantial erosion to 1 mm or less fragments (increase from 2 to 50%).
Under the same treatment conditions, 90-mm-diameter agglomerates of Vista-B
Al2O3 underwent by comparison much less attrition, mainly by erosion (20%
increase in 0.1–5-mm fragments). The very low attrition resistance of the Fe/
Cu/K UCI catalyst is further emphasized by the unsatisfactory outcome of a
test of this catalyst by the U.S. Department of Energy (DOE) in a pilot-scale
slurry-phase bubble-column reactor in LaPorte, Tex.; following one day of opera-
tion, the filter system was plugged with catalyst fines, preventing catalyst–wax
separation and forcing shutdown of the plant (150).

Thus, based on these three representative examples, it follows that which of
the two attrition mechanisms predominates depends much more on material

Table 11. Mechanical Strengths and Attrition Rates of Catalyst Supports Compared
to Those of Sintered Ceramic Agglomerates

Catalyst
support or
ceramic

Preparation/pretreatment/
properties

Strength,
MPa

Attrition
index,
wt%/h Ref.

High surface area catalyst supports
g-Al2O3, 1.2–
4.25-mm spheres

sol–gel granulation/dried 10 h at
408C, calcined 3 h at 4508C/
389 m2/g, dpore¼ 3.5 nm

11.6� 1.9 0.033 144

g-Al2O3, 4.25-mm
spheres

Alcoa LD-350 0.7 0.177 144

g-Al2O3, 100 mm VISTA-B-965-500C 6.2� 1.3 140
TiO2 (anatase),
30 mm

thermal hydrolysis/dried 1108C,
calcined 2 h at 5008C/92 m2/g,
<10-nm primary crystallites

28a 145

TiO2 (anatase), 90
mm

basic precipitation/dried 1108C,
calcined 2 h at 5008C/81 m2/g,
10–14-nm primary crystallites

15a 145

TiO2 (75%
anatase, 25%
rutile)

Degussa P25, fumed/4-mm
extrudates/48 m2/g,
Vpore¼ 0.34 cm3/g,
dpore¼ 21 nm

0.9 146

TiO2 (anatase) Rhone-Poulenc DT51, ppt./4 mm
extrudates/92 m2/g,
Vpore¼ 0.40 cm3/g,
dpore¼ 8, 65 nm

0.9 146

Low surface area ceramics
Al2O3 spray dried with organic binder;

plastic deformation observed
2.3 147

Al2O3 heat treated (sintered), 99.9% 282–551 142
TiO2 (Rutile) partially sintered 194 147
ZrO2 (yttria
additive)

commercial samples from three
companies, spray-dried

0.035–0.43 148

ZrO2 (3% Y2O3) heat treated (sintered) 800–1500 142

aRough estimates from break points on relative density versus log[applied pressure] curves; data are
consistent with mass distribution versus pressure curves from ultrasonic tests.
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composition and type than on agglomerate strength. However, irrespective of
mechanism the rate of attrition is usually greater for the weaker material.

The catalyst preparation method can have a large effect on the attrition
resistance of an Fe/Cu Fischer–Tropsch catalyst (151). This catalyst, prepared
by precipitation, undergoes severe attrition during a 25-min treatment with
ultrasonic radiation; indeed the mass fraction finer than 0.1–5 mm increases
from 0 to 65%. However, after a spray drying treatment of the same catalyst,
less than a 10% increase in the same fractions is evident.

In their review of attrition and attrition test methods, Bemrose and Bridge-
water (152) discuss how attrition varies with reactor type, eg, involves mainly
particle–wall impacts in moving pellet bed reactors and particle–particle
impacts in fluidized-bed reactors of high fluid velocity. In fact, jet attrition of cat-
alyst particles in a gas fluidized bed involving principally abrasion due to colli-
sion of high-velocity particles has been modeled in some detail (149,153). Thus,
given such important differences in attrition mechanism, realistic attrition test
methods should attempt to model reactor operation as closely as possible. In
addition, the ideal test would require only a small catalyst sample, a simple,
inexpensive apparatus, and a few minutes to complete the test. Relatively
quick, inexpensive single-particle crushing tests have been devised (152); how-
ever, properties of a single particle are rarely representative of those for the
bed; moreover, it is difficult to relate the results of this crushing test to the actual
abrasion process. Realistic tests have been devised for two reactor types involv-
ing a moving catalyst, ie, an air-jet test for fluidized-bed catalysts (154,155), and
a rotating drum apparatus for moving-bed catalysts (156); however, the air-jet
test requires a large quantity (eg, 50 g) of catalyst, an expensive apparatus,
and about 20 h to run. In the past decade a new jet-cup test has been developed
for testing of fluidized-bed catalysts (154,155), which requires only a 5-g sample
and about 1 h to complete; comparisons of results for the jet-cup and air-jet tests
indicate that the two tests give comparable results (154,155). Nevertheless, the
mechanisms for the two tests are different, ie, the air-jet (fluid-bed) test is
abrasion- (erosion-) dominant, while the jet-cup test includes both abrasion
and fracture mechanisms (155). A 30-min, 10-g ultrasonic attrition test based
on cavitation has also been developed in the past decade (145,151,157); while
it likewise involves both abrasion and fracture mechanisms, the results appear
to correlate with other methods. For example, particle size distributions for the
same Co/silica catalyst after ultrasonic, jet-cup, and laboratory-scale, slurry-bed
column reactor (SBCR) tests are very similar, indicating that both fracture and
abrasion mechanisms operate in the small-scale SBCR. Moreover, the good
agreement among the three methods suggests that both the jet-cup and ultraso-
nic tests may provide data representative of the attrition process in laboratory-
scale SBCR reactors. It is evident that these two small-scale methods are espe-
cially useful for screening of a series of catalysts to determine relative strength.

Nevertheless, the more realistic large-scale tests are probably needed for
accurately determining design attrition rates of a commercial catalyst to be
used in a full-scale process. The observation that attrition of a fluid catalytic
cracking (FCC) catalyst initially involves fracture of weak agglomerates followed
by abrasion of strong agglomerates emphasizes the need to collect and analyze
the particle size distribution of attrited fines as a function of time in order to
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define which mechanism (or mechanisms) operates at startup as well as in the
steady-state process. Because the mechanism may be time dependent, rapid,
small-scale tests may produce misleading results.

While realistic laboratory-scale tests have been developed for simulating
attrition in large moving-bed and fluidized-bed reactors, no such laboratory
test has been developed and demonstrated yet for simulation of large-scale
SBCR reactors, although recent research has focused on the development of
such tests. For example, in laboratory-scale, SBCR tests of supported cobalt cat-
alysts over several days (157), it was observed that the attrition resistance
decreases in the order Co/Al2O3, Co/SiO2, Co/TiO2 (especially the anatase form
underwent attrition at a high rate); attrition resistance was observed to increase
with increasing cobalt loading from 10 to 40 wt%.

Implications of Mechanistic Knowledge of Attrition for Catalyst Design.
The understanding of mechanisms important in attrition of catalyst supports
and catalysts, the relationship between strength and attrition rate for a given
material, and test data can be used to great advantage in the design of attrition
resistant catalysts. Several alternatives follow from the previous discussion for
increasing attrition resistance: (1) increasing aggregate/agglomerate strength
by means of advanced preparation methods, eg, sol–gel granulation, spray dry-
ing, and carefully controlled precipitation methods (see Table 11 for examples),
(2) adding binders to improve strength and toughness, eg, the addition of a poly-
vinylpyrrolidone binder to agglomerates of quartz sand increases agglomerate
strength from 0.1 to 3 MPa (158), (3) coating aggregates with a porous but
very strong material such as ZrO2, eg, embedding a fluidized-bed catalyst for par-
tial oxidation of n-butane to maleic anhydride in a strong, amorphous matrix of
zirconium hydrogen phosphate significantly improves its attrition resistance
(159), and (4) chemical or thermal tempering of agglomerates to introduce com-
pressive stresses that increase strength and attrition resistance, eg, heating and
cooling particles rapidly by passing them through a low-residence-time, high-
temperature furnace to harden the agglomerate exterior, while preventing sig-
nificant sintering of or phase changes in the porous interior. The subject of pre-
venting mechanical degradation and other forms of catalyst deactivation is
addressed in greater detail under Prevention of Catalyst Decay.

2.6. Summary of Deactivation Mechanisms for Solid Catalysts.
Causes of solid (heterogeneous) catalyst deactivation are basically threefold:
(1) chemical, (2) mechanical, and (3) thermal. Mechanisms of heterogeneous
catalyst deactivation can be classified into five general areas: (1) chemical de-
gradation including volatilization and leaching, (2) fouling, (3) mechanical
degradation, (4) poisoning, and (5) thermal degradation. Poisoning and thermal
degradation are generally slow processes, while fouling and some forms of chemi-
cal and mechanical degradation can lead to rapid, catastrophic catalyst failure.
Some forms of poisoning and many forms of fouling are reversible; hence, rever-
sibly poisoned or fouled catalysts are relatively easily regenerated. On the other
hand, chemical, mechanical, and thermal forms of catalyst degradation are
rarely reversible.

It is often easier to prevent rather than cure catalyst deactivation. Many
poisons and foulants can be removed from feeds using guard beds, scrubbers,
and/or filters. Fouling, thermal degradation, and chemical degradation can be
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minimized through careful control of process conditions, eg, lowering tempera-
ture to lower sintering rate or adding steam, oxygen, or hydrogen to the feed
to gasify carbon or coke-forming precursors. Mechanical degradation can be mini-
mized by careful choice of carrier materials, coatings, and/or catalyst particle
forming methods.

While treating or preventing catalyst deactivation is facilitated by an
understanding of the mechanisms, additional perspectives are provided by exam-
ining the route by which each of the mechanisms causes loss of catalytic activity,
ie, how it influences reaction rate (92). Thus, catalytic activity can be defined in
terms of the observed site-based rate constant kobs, which is equal to the product
of the active site density s (number of sites per area of surface), the site-based
intrinsic rate constant kintr, and the effectiveness factor h, ie,

kobs ¼ �kintr� ð4Þ

Loss of catalytic activity may be due to a decrease in any of the three factors in
equation 4, whose product leads to kobs. Thus, catalyst deactivation can be caused
by (1) a decrease in the site density s, (2) a decrease in intrinsic activity (ie,
decrease in kintr), and/or (3) lowered access of reactants to active sites (decrease
in h). Poisoning, for example, leads to a loss of active sites, ie, s¼s0(1�a), where
a is the fraction of sites poisoned; sintering causes loss of active sites through
crystallite growth and reduction of active surface area. Fouling can cause both
loss of active sites due to blocking of surface sites as well as plugging of pores
causing a decrease in the effectiveness h. Moreover, poisoning, as discussed ear-
lier, can also lead to a decrease in intrinsic activity by influencing the electronic

Table 12. How Deactivation Mechanisms Affect the Rate of a Catalyzed Reaction and the
Rapidity and Reversibility of Deactivation Process

Effects on reaction rate Deactivation process

Deactivation
mechanism

Decrease
in number

of active sites

Decrease in
intrinisic

activity (kintr)

Decrease in
effectiveness
factor (h)

Fast or
slowa Reversible

chemical
degradation

� � �b,c varies no

fouling � � fast yes
mechanical
degradation

� varies no

poisoning � � slow usually
sintering � �b,d �b,e slow sometimes
vaporization/
leaching

� �b,f fast sometimes

aGenerally.
bIn some cases.
cChemical degradation can cause breakdown of support, pore plugging, and loss of porosity.
dIf the reaction is structure-sensitive, sintering could either increase or decrease intrinsic activity.
eSintering of the support may cause support collapse and loss of porosity; it may also increase average
pore diameter.
fLeaching of aluminum or other cations from zeolites can cause buildup of aluminum or other oxides
in zeolite pores.
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structure of neighboring atoms. Thus, each of the deactivation mechanisms
affects one or more of the factors comprising observed activity (see Table 12);
all of the mechanisms, however, can effect a decrease in the number of catalytic
sites.

3. Homogeneous Catalysts and Enzymes

3.1. Homogeneous Catalysts. The discussion of the deactivation of
homogeneous catalysts has received less attention relative to that of hetero-
geneous catalysts (160,161). Indeed, the first comprehensive review of homo-
geneous catalyst deactivation appeared just recently (160). Nevertheless, the
vast literature of homogeneous catalysis provides numerous anecdotal accounts
of problems with catalyst decomposition and references to homogeneous
catalysts having a limited number of turnovers, all testifying to the importance
of these phenomena.

Homogeneous catalysts may undergo degradation by routes similar to those
of heterogeneous catalysts, eg, by chemical modification, poisoning, and thermal
degradation. However, the specific details of these mechanistic routes are gener-
ally somewhat different, since the catalyst is a molecule rather than a solid; that
is, an organometallic complex is quite different from a metal surface in terms of
structure and scale. For example, reaction of impurities with homogeneous cat-
alytic complexes is analogous to poisoning of a heterogeneous catalyst by impu-
rities, although the former is essentially a chemical reaction of two species of
similar dimensions while the latter involves adsorption of a molecule on the sur-
face of a crystallite containing hundreds to thousands of atoms.

Homogeneous catalysts are generally metal–ligand complexes. The metal
center functions as the active site, while the ligands serve to influence site chem-
istry through electronic modifications of the metal that influence activity/selec-
tivity and through geometric constraints that enhance selectivity. Hence
activity and selectivity properties of homogeneous catalysts can be significantly
influenced by processes that change the chemistry either of the metal center or
the ligands or both.

Mechanisms (or causes) of homogeneous catalyst degradation can be classi-
fied as (1) metal deposition reactions, eg, decarbonylation of carbonyl complexes,
loss of protons from cationic species, or reductive elimination of C-, N-, or O-
donor fragments; (2) decomposition of ligands attached to a catalytic complex;
(3) reactions of metal–carbon and metal–hydride bonds with polar species (eg,
water, oxygen, acids, alcohols, olefins, and halides); and (4) poisoning of active
sites by impurities, reactants, or products or by dimerization of the catalyst.

Principal features of these mechanisms and examples thereof are summar-
ized in Table 13. It is noteworthy that mechanisms 1 and 2 lead mainly to deac-
tivation by either loss or modification of ligands, while mechanisms 3 and 4 cause
deactivation largely by either modifying or poisoning the metal, although ligands
are also clearly modified by type 3 mechanisms. Of the four mechanisms, deacti-
vation by metal formation and deposition is the most common, although all are
important.
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Table 13. Deactivation Mechanisms for Homogeneous Catalystsa

Deactivation
mechanism Comments Examples

1.Metals deposition
reactions

most common decomposition
mechanism

ligand loss decarbonylation is most common 2 HCo(CO)4!CO2(CO)8!
CO4(CO)12!Co metal

loss of protons from
cationic species

reductive elimination as HX; pH
dependent; basic media lead to
zero-valent metals

inWacker reaction elimination
of HCl from PdHCl leads to
Pd(0); in Heck
reaction Pd(0) is an
intermediate

reductive elimination
of C-, N-, O-donor
fragments

occurs in cross-coupling
reactions to form C-C, C-N,
C-O bonds

oxidative addition of aryl
halides

2. Ligand
decompositions

ligands greatly influence activity
and selectivity of homogeneous
catalysts

oxidation phosphorus or sulfur-based
ligands are readily oxidized by
O2, H2O, CO2, peroxides;
nitrogen-based ligands are
more stable

PR3 þH2O!H2 þ O ‘‘PR3;
PR3 þ 1/2 O2!O ‘‘PR3

oxidative addition breaking of C-P bond with
insertion of a metal

decomposition of Rh and Co
hydroformylation catalysts
(161)

nucleophilic attack internal or external attack
causing insertion of metal in
C-P bond or displacement of
metal with Ar

decomposition of triphenyl-
phosphines (TPPs) in Pd
catalyst by acetate ion

thermal
decomposition

depends on temperature and
gas composition

decomposition of
RhH(CO)(PPh3) hydrofor-
mylation catalysts to stable
cluster containing m2-PPh2

fragments in absence of H2

and CO
reactions with water
alcohols; rearran-
gements

hydrolysis, alcoholysis, and
transesterification of phos-
phites, imines, and pyridines

hydrolysis of diphosphites in
Rh-catalyzed hydroformyl-
ation of alkenes

3. Reactions of metal–
carbon and metal–
hydride bonds

with water, oxygen,
acids, and alcohols

decomposition of reactive metal
alkyls with water or oxygen

deactivation of Ziegler
catalysts containing alkyl
complexes of Ti, Zr, and V

with olefins, halides,
and aluminoxanes

formation of metallated transi-
tion metal ion complex deacti-
vates polymerization catalysts

reaction of propene with
zirconium alkyl catalyst
forms an alkane and a
p-allyl zirconium species

4. Poisoning of active
sites

by dienes and alkynes forms a stable p-allylic complex;
these poisons must be removed
in polyolefin manufacture

methoxycarbonylation of pro-
pyne using Pd-2-pyridyl-
DPP is poisoned by buta-
diene and 1,2-propadiene
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Mechanisms 1 and 4 are reversible to some extent. Mechanisms 2 and 3,
involving breaking of active site bonds and formation of stable products, are
largely irreversible. Products of ligand oxidation are generally more stable
than the complexes from which they were formed.

3.2. Enzymes. Structural and Catalytic Properties of Enzymes.
Enzymes are globular macromolecular polypeptide proteins (molecular weights
of 104 – 106) synthesized by living organisms (8,162). Each enzyme has a unique
three-dimensional structure with a binding site or pocket that is chemically and
geometrically compatible with a single reactant molecule (substrate) or group of
chemically related reactants; in other words enzymes have molecular-recognition
capability. Enzymes are unique in their ability to catalyze biochemical reactions
with high selectivity (essentially 100%) at extraordinarily high rates, ie, 10–
10,000 molecules/(enzymes) compared to typical values of 1–10 or less for con-
ventional catalysts. These activities enable enzymes to be effective catalysts at
extremely low concentrations, eg, 10�5 – 10�10 mol/L, at substrate (reactant)
concentrations of greater than 10�6 mol/L.

The high activity of enzymes has been illustrated for urease and catalase
(163,164). The stereochemical specificity of enzymes is unmatched and absolute,
ie, their sites can distinguish between optical and geometrical isomers, almost
always catalyzing only the reaction of one isomer of an enantiomeric pair
(162). Nevertheless, some enzymes catalyze reactions of chemically unrelated
species; for example, nitrogenase reduces N2 to NH3 as well as hydrogenating
acetylene to ethylene (165).

In 1976 there were 1800 known enzymes, and new enzymes were being dis-
covered at the rate of about 60 per year (166); accordingly, there were an esti-
mated 3000 known enzymes in 1996. It is estimated that an average cell
contains 3000 different enzymes (165), and it is speculated that as many as
25,000 different enzymes exist (167).

While they are synthesized in vitro and are only active within a limited
range of pH and temperature, enzymes otherwise have properties similar to syn-
thetic homogeneous and polymer-supported catalysts. Moreover, they can be
extracted from their biological source, purified, crystallized, and used in labora-
tory studies or industrial processes. Further, they can be attached to glass or

Table 13 (Continued)

Deactivation
mechanism Comments Examples

by polar impurities such as basic amines enantioselective isomerization
of the allylamine to the
asymmetric enamine (in
menthol synthesis) is
poisoned by a stronger basic
amine isomer

by dimer formation active monomeric catalyst species
form dimers

Rh–TPP hydroformylation
catalyst dimerizes; Pd(I)
dimers in carbonylation
catalysts

aData from 160.
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ceramic supports and used as heterogeneous catalysts. And their application in
industrial processes is rapidly increasing.

Enzymes are formed in living systems by condensation/dehydration of
amino acids to produce peptide (C-N) bonds that constitute the backbone of
long protein chains. The active conformation of an enzyme is produced by folding
of the protein chain into secondary (helical), tertiary (folded), and quaternary
(combined tertiary) structures. The folded layers are held in place by hydrogen
bonding and disulfide linkages. There are 20 naturally occurring amino acids,
each having the composition H2N-CHR-COOH, the R group (side chain) having
different molecular functions, eg, proton donation, proton removal, and bridge
formation; for example, amino acids include glycine, alanine, and serine with
side chains of H, CH3, and CH2OH respectively. Upon folding, side chains
become the functional groups of the active site or ligands for binding of metals
ions, which then become functional groups at the active site. Naturally occurring
metal ions in enzymes include Mg2þ, Zn2þ, Ca2þ, Ni2þ, Fe2þ, Fe3þ, Co3þ, and
Mo2þ.

Distinctive catalytic characteristics of enzymes (162) include (1) their flex-
ible structure, which facilitates an ‘‘induced fit’’ of the substrate, the making and
breaking of bonds, and the departure of products, and (2) their sensitivity to reac-
tion effectors (inhibitors or activators), which function similarly to promoters of
heterogeneous catalysts. Some enzymes require a cofactor that combines with
the enzyme to form a catalytic site; metal ions are examples of cofactors. Enzy-
matic reactions may also require a coenzyme that reacts with the reactant to pro-
duce an enzyme-compatible substrate. Living organisms control and optimize
biological processes using a variety of tools: (1) enzyme effectors, (2) regulation
of enzyme growth or activation rates, (3) compartmentalization of enzymes
within organs or organelles, and (4) destruction (editing) of undesired intermedi-
ates or products (162).

Deactivation of Enzymes. Enzymes generally function only under mild
conditions of temperature and pH observed in living organisms. Under typical
commercial reaction conditions (40–608C, 1 atm) enzymes otherwise stable in
solution may lose activity rapidly as a result of only slight changes in their
environment such as temperature, pressure, pH, and ionic strength that induce
small free energy changes from native to denatured states (168); moreover, their
separation from the product is generally difficult and may cause further dena-
turation and loss of catalytic activity. The modest, largely reversible losses of
activity resulting from small changes in reaction environment are largely due
to modest changes in conformation of the active site. More severe changes in
reaction conditions (eg, a 108C increase in temperature) typically bring about
the dissociation and unfolding of the quaternary and tertiary structures, respec-
tively, into primary chains that subsequently order into fibrous protein bundles;
in the process active sites are irreversibly destroyed. If further exposed to severe
conditions of temperature and pH, the principal chain structure of the protein
may undergo loss or modification of functional groups or amino acid residues.

The activity of a typical enzyme increases exponentially with temperature
in accordance with the Arrhenius law up to about 50–608C, passes through a
maximum and declines precipitously above about 60–708C. Thus, catalyst life
may be on the order of days to weeks at around 508C; however, the deactivation
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rate is extremely high at only slightly higher temperatures, eg, 50% loss of activ-
ity in 5 min at 65–708C is typical. Nevertheless, a few enzymes are active
and stable at temperatures exceeding 1008C; for example, a-amylase catalyzes
starch liquifaction at 105–1158C. Because their deactivation rates are highly
temperature-dependent, enzymes are generally shipped and stored under refrig-
eration (0–48C); at these low temperatures they are generally stable for months.

Causes of deactivation can be classified (as in the case of heterogeneous cat-
alysts) as chemical, mechanical, and thermal. However, for enzymes these causes
are closely linked, since mechanically and thermally induced routes almost
always effect chemical changes. Thermally induced chemical change (at elevated
temperature) is the most likely scenario for enzyme deactivation.

Chemical deactivation mechanisms include (1) changes in stereo configura-
tion by protons or hydroxyl ions at or near active sites (169,170), (2) structural
modifications in aqueous or nonaqueous solvents (171–173), (3) poisoning of
active sites by inhibitors (162,174), including ‘‘Trojan-horse inhibitors’’ that are
activated by the target enzyme (162), (4) aggregation (175), (5) unfolding (6) frag-
mentation due to solvolysis, hydrolysis in water, or self-hydrolysis (autolysis) of
proteases, eg, trypsin (176), and (7) oxidation in air (177,178). Mechanisms 1–5
may be reversible, while mechanisms 6 and 7 are generally irreversible. Mechan-
ical deactivation may be caused by hydrodynamic shear forces, eg, by stirring or
gas sparging, sometimes leading to fragmentation and/or aggregation (175,178).

Thermal inactivation of enzymes is a well-studied phenomenon (179–185);
it may be either reversible or irreversible (180). Potentially reversible changes
(due to small, short excursions in temperature near the characteristic unfolding
temperature) include light aggregation, conformational changes, folding without
further chemical change, disulfide exchange, and/or breaking of hydrogen bonds.
Irreversible denaturation (due to prolonged, severe thermal treatment) may be
caused by cleavage of disulfide bonds and/or cystinyl cross-links; unfolding fol-
lowed by chemical change; chemical changes of the primary structure and/or
active site, eg, cleavage of the polypeptide chain by hydrolysis or destruction of
individual amino acid residues; strong aggregation of inactive unfolded forms;
and formation of rubbery, tough fibrous structures due to alignment and bund-
ling of unfolded primary chains (similar to that observed during the boiling of an
egg). Chemical bonding of unfolded primary chains to form fibers is thermodyna-
mically favorable because chemical bonding of hydrophobic functions exposed by
unfolding lowers the entropy and hence free energy of the system.

Table 14 summarizes representative examples of enzyme deactivation by
the various mechanisms.

Methods of enhancing enzyme stability have received considerable atten-
tion (168,173,178,180,183,185–187). Strategies to improve both chemical and
thermal stability include (1) use of soluble additives, (2) immobilization, (3) pro-
tein engineering, and (4) chemical modification. Chemical modification (183,
185–187) and immobilization (164,165,172,188–191) are probably the most suc-
cessful and widely used methods. As examples of the first kind, modification of
protein surfaces by chemical binding with polysaccharides can improve thermo-
stability, while polyol binding increases enzyme solubility in organic solvents
with little loss of activity (171,176,183). Enzyme stability can be greatly
enhanced and recovery problems obviated by immobilizing (heterogenizing)
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Table 14. Representative Examples of Deactivation Mechanisms for Enzymes

Deactivation
mechanism Cause(s)/reversibility Examples Ref.

1. Chemical generally involve
formation or breaking
of bonds in enzyme
structure

modest changes
in active site
configuration

caused by (a) introduction
of Hþ or OH� near
active site, (b) small
changes in pH or
solvent environment/
largely reversible

model of effects of pH on
phytases: enzyme is in
equilibrium with
protonated and
hydroxylated forms
which are less active or
inactive

184

poisoning of
active site

adsorption of inhibitor
on active site/
sometimes reversible

mechanistic study of the
inhibition of crotonaseby
(methylenecyclopropyl)-
formyl-CoA; MCP ring
trapping of an active
site nucleophile is
suggested

174

aggregation caused by changes in pH
or solvent environment
with partial unfolding/
sometimes reversible

dimers and trimers of
lysozyme are formed and
activity is lost in a stirred
reactor; mechanism may
involve collision-induced
conversion of enzyme to
inactive state, followed
by formation of disulfide
bridges

175

unfolding,
fragmenta-
tion, bundling
of primary
chains into
fibers

cleavage of enzyme bonds
due to interaction with
solvent, Hþ, or OH�

due to medium to large
changes in pH/
irreversible

deactivation of peroxidase
in organic solvents
including DMSO;
solvent may strip
water from enzyme,
leading to reduced
conformational mobility
and unfolding

168,172,173

2.Mechanical caused by hydrodynamic
shear forces, eg,
stirring or gas
sparging, which can
break bonds and cause
aggregation of
enzymes/usually
irreversible

lysozyme is aggregatedand
irreversibly inactivated
in a stirred reactor; the
deactivation rate
constant is
proportional to the
impeller power

175

3. Thermal
modest changes
in active site
configuration
and reversible
unfolding

caused by small, short
excursions in tempera-
ture near the transition
temperaturea/
reversible

equilibrium measure-
ments of the tempera-
ture-induced unfolding
of bovine ribonuclease;
repeated measurements
after cooling fall on the
same plot of fraction
unfolded
versus T

179,180
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enzymes (164,165,172,188–191) through (1) covalent binding to a support,
(2) cross-linking of enzymes using a bifunctional agent, (3) adsorption on a
solid surface, (4) entrapment in a gel, or (5) containment in a membrane. More-
over, immobilization enables the catalytic process to be run continuously using a
reactor of substantially lower volume, thereby substantially reducing capital and
operating costs. These important advantages have stimulated the development
of a significant number of commercial immobilized enzyme systems.

4. Prevention of Catalyst Decay

4.1. General Principles of Prevention. The age-old adage that says
‘‘an ounce of prevention is worth a pound of cure’’ applies well to the deactivation
of catalysts in many industrial processes. The catalyst inventory for a large plant
may entail a capital investment of tens of millions of dollars. In such large-scale
processes, the economic return on this investment may depend on the catalyst
remaining effective over a period of up to 3–5 years. This is particularly true
of those processes involving irreversible or only partially reversible deactivation
(eg, sulfur poisoning or sintering). Some typical industrial catalysts, approxi-
mate catalyst lifetimes, and factors that determine their life are listed as
examples in Table 15. It is evident that in many processes more than one
mechanism limits catalyst life. Moreover, there is a wide variation in catalyst
lifetimes among different processes, ie, from 10�6 to 15 years. While there is
clearly greater interest in extending catalyst lifetimes in processes where life
is short, it should be emphasized that great care must be exercised in protecting
the catalyst in any process from process upsets (eg, temperature runaway, short-
term exposure to impure feeds, or changes in reactant composition) that might
reduce typical catalyst life by orders of magnitude, eg, from years to hours.

While complete elimination of catalyst deactivation is not possible, the rate
of damage can be minimized in many cases through understanding of the

irreversible
unfolding,
fragmenta-
tion, bundling
of primary
chains into
fibers

cleavage of enzyme bonds
due to
interaction with
solvent, Hþ, or OH�

due to medium to large
changes in pH/
irreversible

irreversible thermo-
inactivation of hen egg
white lysozyme at 1008C
and pH 4, 6, 8; inactiva-
tion is due to monomole-
cular changes in
coordination, eg, hydro-
lysis of theAsp-X peptide
bonds, deamidation of
Asn residues,
destruction of cystine
residues, and formation
of incorrect structures

180

aCharacteristic temperature for a specific enzyme above which unfolding occurs and below which
refolding occurs.

Table 14 (Continued)

Deactivation
mechanism Cause(s)/reversibility Examples Ref.
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Table 15. Typical Lifetimes and Factors Determining the Life of Some Important Industrial Catalystsa

Reaction
Operating
conditions Catalyst

Typical
life

(years)
Process affecting life
of catalyst charge

Catalyst property
affected

Ammonia synthesis
N2 þ 3 H2! 2 NH3

450–4708C,
200–300 atm

Fe with promoters (K2O) and
stabilizer (Al2O3)

10–15 slow sintering activity

methanation (ammonia and
hydrogen plants)
CO/CO2 þH2!CH4 þH2O

250–3508C,
30 atm

supported nickel 5–10 slow poisoning by S, As,
K2CO3 from plant
upsets

activity and pore
blockage

acetylene hydrogenation
(‘‘front end’’)
C2H2 þH2!C2H4

30–1508C,
20–30 atm

supported palladium 5–10 slow sintering activity/selectivity and
temperature

sulfuric acid manufacturing
2SO2 þ O2!2 SO3

420–6008C,
1 atm

vanadium and potassium
sulfates on silica

5–10 inactive compound
formation; pellet
fracture; plugging
by dust

activity, pressure drop,
and mass transfer

methanol synthesis
CO þ 2 H2!CH3OH

200–3008C,
50–100 atm

copper on zinc and aluminum
oxides

2–5 slow sintering; poison-
ing by S, Cl, and
carbonyls

activity

low temperature CO shift
CO þH2O!CO2 þH2

200–2508C,
10–30 atm

copper on zinc and aluminum
oxides

2–4 slow poisoning and
accelerated
sintering by poisons

activity

hydrocarbon hydrode
sulfurization
R2S þ 2 H2!H2S þ R2

300–4008C,
30 atm

cobalt and molybdenum
sulfides on aluminum oxide

1–10 slow coking, poisoning
by metal deposits in
residues

activity, mass
transfer, and
pressure drop

high temperature CO shift
CO þH2O!H2 þ CO2

350–5008C,
20–30 atm

Fe3O4 on chromia 1–4 slow sintering, pellet
breakage due to
steam

activity and pressure
drop

steam reforming, natural gas
CH4 þ H2O!CO þ 3 H2

500–8508C,
30 atm

nickel on calcium aluminate or
a-alumina

1–3 sintering, sulfur-
poisoning, carbon
formation, and
pellet breakage due
to plant upsets

activity and pressure
drop

ethylene partial oxidation
2 C2H4 þ O2!2 C2H4O

200–2708C,
10–20 atm

silver on a-alumina with alkali
metal promoters

1–3 slow sintering,
poisoning by Cl, S

activity and
selectivity

2
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butane oxidation to maleic
anhydride C4H10 þ
3.5 O2!C4H2O3 þ 4 H2O

400–5208C,
1–3 atm

vanadium phosphorus oxide
with transition metal
additives

1–2 loss of P; attrition or
pellet breakage; S, Cl
poisoning

activity and
selectivity

reduction of aldehydes
to alcohols
RCHO þH2! RCH2OH

220–2708C,
100–300 atm

copper on zinc oxide 0.5–1 slow sintering, pellet
breakage (depends
on feedstock)

activity or pressure
drop

ammonia oxidation
2 NH3 þ 5/2 O2!
2 NO þ 3 H2O

800–9008C,
1–10 atm

Pt–Rh alloy gauze 0.1–0.5 surface roughness, loss
of platinum, fouling
by Fe

selectivity

oxychlorination of ethylene
to ethylene dichloride
2 C2H4 þ 4 HCl þ O2!
2 C2H4Cl2 þ 2 H2O

230–2708C,
1–10 atm

copper chlorides on alumina
(fluidized bed)

0.2–0.5 loss by attrition and
other causes result-
ing from plant upsets

fluidized state and
activity

catalytic hydrocarbon
reforming

460–5258C,
8–50 atm

platinum alloys on treated
alumina

0.01–0.5 coking, frequent
regeneration

activity and mass
transfer

catalytic cracking of oils 500–5608C,
2–3 atm
(fluidized bed)

synthetic zeolites 0.000002 very rapid coking
(continuous
regeneration)

activity and mass
transfer

aAdapted from Ref. 9.
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mechanisms, thereby enabling control of the deactivation process, ie, prevention
is possible through control of catalyst properties, process conditions (ie, tempera-
tures, pressures), feedstock impurities, methods of contacting, and process
design. Figure 8 illustrates general approaches to eliminating or moderating
deactivation through modifications in catalyst and/or process. Examples of how
deactivation can be prevented are discussed below in connection with the most
important causes of deactivation: chemical degradation, fouling by coke and car-
bon, poisoning, sintering, and mechanical degradation. Principles for preventing
deactivation by these mechanisms are summarized in Table 16. Representative
results from studies focusing on prevention or minimization of catalyst deactiva-
tion are found in Refs. 18,48,55,56,192–245.

4.2. Prevention of Chemical Degradation (by Vapor–Solid and
Solid–Solid Reactions). The most serious problems-oxidation of metal
catalysts, overreduction of oxide catalysts, and reaction of the active catalytic
phase with carrier or promoter-can be minimized or prevented by careful catalyst
and process design (as enumerated in Table 16). For example, the loss of Rh due
to solid-state reaction with alumina in the automotive three-way catalyst can be
prevented by supporting Rh on ZrO2 in a separate layer from Pt and/or Pd on
alumina. In Fischer–Tropsch synthesis, the oxidation of the active cobalt
phase in supported cobalt catalysts to inactive oxides, aluminates, and silicates
can be minimized by employing a two- or three-stage process in which product
steam is moderated in the first stage by limiting conversion and in subsequent
stages by interstage removal of water. It can also be moderated by addition of
noble metal promoters that facilitate and maintain high reducibility of the cobalt

Fig. 8. Approaches to eliminating catalyst deactivation.
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Table 16. Methods for Preventing Catalyst Decay

Basic
mechanism Problem Cause Methods of minimization

chemical
degradation

oxidation of
metal
catalysts to
inactive
oxides

oxidation of
metal by
contaminant
O2 or
reactant/
product water

(1) purify feed of oxidants; (2) mini-
mize reactant/product water by
recycle/separation, staged reactors,
and otherwise limiting conversion;
(3) incorporate additives that
facilitate resistance to oxidation

transformation
of active
phase to
stable, inac-
tive phase

solid-state reac-
tion of active
phase with
support or
promoters

(1) avoid conditions (eg, oxidizing
condition, high steam pressures,
and high temperatures) that favor
solid-state reactions and (2) select
combinations of active phase and
promoters/supports that are non-
interacting

overreduction of
active oxide
phases

(1) stabilize oxidation state using
promoters that induce resistance
to reduction or that serve as oxy-
gendonors and (2) add steam to the
reactants to prevent overreduction

fouling by coke
or carbon

loss of catalytic
surface sites
due to for-
mation of
carbon or
coke films

free-radical
reactions in
gas phase

(1) avoid formation of free radicals,
lower temp.; (2) minimize free
space; (3) free radical traps,
diluents; (4) add gasifying agents
(eg, H2, H2O)

free-radical
reactions at
reactor walls

(1) coat reactor with inert material

formation and
growth on
metal surfaces

(1) avoid accumulation of coke pre-
cursors (eg, atomic carbon, olefins)
through careful choice of reactant
conditions or membranes; (2) add
gasifying agents (eg, H2, H2O),
diluents; (3) incorporate catalyst
additives to increase rate of gasifi-
cation or to change ensemble size;
(4) passivate metal surfaces with
sulfur; (5) decrease dispersion; and
(6) recycle inerts to flush surface of
heavy oligomers and to moderate
temperature

formation and
growth on
metal oxides,
sulfides

(1) utilize measures 1, 2, 3, and 6 for
metal surfaces; (2) design catalyst
for optimum pore structure and
acidity; and (3) use shape-
selective, coke-resistant molecular
sieves

loss of catalyst
effective-
ness; plug-
ging of pores;
destruction
of catalyst

formation of gas
phase coke,
vermicular
carbons, and
liquid or solid
cokes in
massive
quantities

(1) minimize formation of free
radicals or coke precursors as
above; (2) use gasifying agents;
(3) incorporate catalyst additives
that lower solubility of carbon in
metal or that change ensemble
size; (4) use supports with large
pores, large pellets
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Table 16 (Continued)

Basic
mechanism Problem Cause Methods of minimization

hot spots in
pellet or bed

(1) use wash coat or small pellets;
(2) use slurry- or fluid-bed
reactor, gas diluents

mechanical
failure

crushing of
granules,
pellets, or
monoliths in
a fixed bed

brittle fracture
due to a
mechanical
load

(1) minimize porosity of pellets or
monoliths; (2) improve bonding of
primary particles in agglomerates
that make up pellets or monoliths
using advanced forming methods,
eg, spray drying and controlled
thermal treatments; (3) add bin-
ders such as carbon to the support
material, which facilitate plastic
deformation and thus protect
against brittle fracture; and
(4) chemically or thermally
temper agglomerates

attrition and/
or erosion in
fixed or
moving beds

abrasion of cata-
lyst coatings
or particles
due to
mechanical,
thermal, or
chemical
stresses

(1) avoidhighly turbulent shearflows
and/or cavitation, leading to high
erosion rates; (2) avoid thermal
stresses in the preparation anduse
of catalysts that lead to fracture or
separation of coatings; and (3)
avoid formation of chemical phases
of substantially different densities
or growth of carbon filaments that
cause fracture of primary particles
and agglomerates. Choose sup-
ports, support additives, and coat-
ing materials such as titanates,
zirconia, and zirconates, having
high fracture toughness

poisoning loss of catalytic
surface sites

blockage of sites
by strong
adsorption of
impurity

(1) purify feed and/or use guard bed
to adsorb poison; (2) employ addi-
tives that selectively adsorb poi-
son; (3) choose reaction conditions
that lower adsorption strength;
(4) optimize pore structure and
choose mass transfer regimes that
minimize adsorption of poison on
active sites; and (5) apply coating
that serves as diffusion barrier to
poison

thermal
degradation,
sintering

loss of metal
area

metal particle or
subparticle
migration at
high tempera-
tures

(1) lower or limit reaction tempera-
ture while facilitating heat trans-
fer; (2) add thermal stabilizers to
catalyst; and (3) avoid water

loss of support
area

crystallization
and/or struc-
tural modifi-
cation or
collapse

same as for avoiding loss of metal
area
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and by coating the alumina or silica support with materials such as ZrO2 that are
less likely to react with cobalt to form inactive phases.

4.3. Prevention of Fouling by Coke and Carbon. Rostrup-Nielsen
and Trimm (45), Trimm (47), and Bartholomew (48) have discussed principles
and methods for avoiding coke and carbon formation. General methods of pre-
venting coke or carbon formation are summarized in Table 16. Most of these
are based on one important fundamental principle, namely that carbon or coke
results from a balance between the reactions that produce atomic carbon or
coke precursors and the reactions of these species with H2,H2O, or O2 that remove
them from the surface. If the conditions favor formation over gasification, these
species accumulate on the surface and react further to less active forms of carbon
or coke, which either coat the surface with an inactive film or plug the pores,
causing loss of catalyst effectiveness, pore plugging, or even destruction of the
carrier matrix.

Methods to lower rates of formation of carbon or coke precursors relative to
their rates of gasification vary with the mechanism of formation (ie, gas, surface,
or bulk phase) and the nature of the active catalytic phase (eg, metal or oxide).
For example, gas phase formation can be minimized by choosing reaction condi-
tions that minimize the formation of free radicals, by using free-radical traps, by
introducing gasifying agents (eg, H2, H2O) or gas diluents, and by minimizing
the void space available for homogeneous reaction. Similarly, the formation
and growth of carbon or coke species on metal surfaces is minimized by choosing
reaction conditions that minimize the formation of atomic carbon or coke precur-
sors and by introducing gasifying agents. Selective membranes or supercritical
conditions can also be used to lower the gas-phase and surface concentrations
of coke precursors. Since carbon or coke formation on metals apparently requires
a critical ensemble of surface metal atoms and/or dissolution of carbon into the
bulk metal, introduction of modifiers that change ensemble sizes (eg, Cu or S in
Ni or Ru) or that lower the solubility of carbon (eg, Pt in Ni) can be effective in
minimizing these forms of deactivation.

Coke deposition on oxide or sulfide catalysts occurs mainly on strongly
acidic sites; accordingly the rate of coking can be lowered by decreasing the acid-
ity of the support. For example, silanation of HY and HZSM-5 zeolites decreases
their activities but improves catalyst life (245). In steam reforming, certain
catalyst additives, eg, MgO, K2O, or U3O8, facilitate H2O or CO2 adsorption
and dissociation to oxygen atoms, which in turn gasify coke precursors
(8,48,55).

As in the case of poisoning (see below), there are certain reactor bed or cat-
alyst geometries that minimize the effects of coking on the reaction. For example,
specific film-mass transport or pore diffusion regimes favor coke or carbon
deposition on either the outside or inside of the catalyst pellet (246,247). Choos-
ing supports with relatively large pores minimizes pore plugging; choice of large-
diameter, mechanically-strong pellets avoids or delays reactor plugging. But in
view of the rapidity at which coke and carbon can deposit on, plug, and even
destroy catalyst particles, the importance of preventing the onset of such forma-
tion cannot be overemphasized.

Reforming of naphtha provides an interesting case study of catalyst and
process designs to avoid deactivation by coking (8,206,208,248). The classical
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Pt/Al2O3 catalyst is bifunctional; that is, the metal catalyzes dehydrogenation
while the acid sites of the Al2O3 catalyze isomerization and hydrocracking.
Together the two functions catalyze dehydrocylization and aromatization. Addi-
tion of Re, Sn, or Ge to Pt and sulfiding of the Pt–Re catalyst substantially
reduce coke formation by diluting large Pt ensembles that would otherwise pro-
duce large amounts of coke, while addition of Sn and Ir improves selectivity for
dehydrogenation relative to hydrogenolysis, the latter of which leads to coke
formation. Naphtha reforming processes are designed for (1) high enough H2

pressure to favor gasification of coke precursors while minimizing hydrocrack-
ing, (2) maintenance of Cl and S contents throughout the bed to ensure optimum
acidity and coke levels, and (3) low enough overall pressure to thermodynami-
cally and kinetically favor dehydrogenation and dehydrocylization. Accordingly,
optimal process conditions are a compromise between case 1 and case 3. The
above-mentioned improvements in catalyst technologies, especially resistance
to coking, have enabled important process improvements such as optimal opera-
tion at lower pressure; thus, processes have evolved over the past two to three
decades from conventional fixed-bed reactors at high pressure (35 bar) using non-
regenerative Pt catalysts to low pressure (3.5 bar), slowly moving-bed, continu-
ously regenerated units with highly selective Pt/Sn catalysts, resulting in
substantial economic benefits (248).

4.4. Prevention of Poisoning. Since poisoning is generally due to
strong adsorption of feed impurities and since poisoned catalysts are generally
difficult or impossible to regenerate, it is best prevented by removal of impurities
from the feed to levels that will enable the catalyst to operate at its optimal life-
time. For example, it is necessary to lower the feed concentration of sulfur com-
pounds in conventional methanation and Fischer–Tropsch processes involving
base metal catalysts to less than 0.1 ppm in order to ensure a catalyst lifetime
of 1–2 years. This is typically accomplished using a guard bed of porous ZnO
at about 2008C. In cracking or hydrocracking reactions on oxide catalysts, it is
important to remove strongly basic compounds such as ammonia, amines, and
pyridines from the feed; ammonia in some feedstocks, for example, can be
removed by aqueous scrubbing. The poisoning of catalysts by metal impurities
can be moderated by selective poisoning of the unwanted metal. For example,
in catalytic cracking of nickel-containing petroleum feedstocks, nickel sites,
which would otherwise produce copious amounts of coke, are selectively poisoned
by antimony (249). The poisoning of hydrotreating catalysts by nickel and vana-
dium metals can be minimized by (1) using a guard bed of inexpensive Mo cata-
lyst or a graded catalyst bed with inexpensive, low-activity Mo at the top (bed
entrance) and expensive, high-activity catalyst at the bottom (see Fig. 9) and
(2) depositing coke prior to the metals since these metal deposits can be physi-
cally removed from the catalyst during regeneration (250).

It may be possible to lower the rate of poisoning through careful choice of
reaction conditions that lower the strength of poison adsorption (48) or by choos-
ing mass-transfer-limiting regimes that limit deposits to the outer shell of the
catalyst pellet, while the main reaction occurs uninterrupted on the interior of
the pellet (246). The manner in which the active catalytic material is deposited
on a pellet (eg, uniformly or in an eggshell or egg yolk pattern) can significantly
influence the life of the catalyst (17,251).
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An example of reducing catalyst poisoning (and oxidation) through process
design has been reported in a process patent for staged hydrocarbon synthesis
via the Fischer–Tropsch reaction (252). While cobalt catalysts are favored
because of their high activities and while it is desirable to achieve high conver-
sions of CO in the process, the one-pass conversion for cobalt is limited by (1) its
tendency to be oxidized at high partial pressures of product water observed at
high CO conversions and (2) its tendency to form under these conditions the
oxygenated products (eg, alcohols and aldehydes) that poison or suppress its
synthesis activity. One alternative is to separate products and recycle the unused
CO and H2, but this requires costly recompression and separation of the oxyge-
nates. Costly separation and/or poisoning can be prevented by operating a first-
stage reactor containing a cobalt catalyst to a moderately high conversion
followed by reacting the remaining CO and H2 in a second stage to above 95%
conversion on an iron catalyst, which is not sensitive to the oxygenates and
which shifts some of the product water to H2 and CO2, thus minimizing its
hydrothermal degradation.

An example of reducing catalyst poisoning through catalyst design occurs in
abatement of emissions for automotive and motorcycle engines (18,222). Applica-
tion of an alumina or zeolite coating or alternatively preparing the active phase
in a sublayer provides a diffusion barrier that prevents or slows the access of poi-
sons from the fuel or oil (eg, phosphorus and/or zinc from lubricating oil or corro-
sion products) to the catalyst surface. The principle is to optimize the pore size
distribution of the diffusion barrier to provide access to the catalytic phase of
relatively small hydrocarbon, CO, NO, and O2 molecules while preventing access
of larger molecules such as from lubricating oil and/or particulates.

4.5. Prevention of Sintering. Since most sintering processes are irre-
versible or are reversed only with great difficulty, it is important to choose reac-
tion conditions and catalyst properties that avoid such problems. Metal growth is
a highly activated process; thus by choosing reaction temperatures lower than
0.3–0.5 times the melting point of the metal, rates of metal sintering can be
greatly minimized. The same principle holds true in avoiding recrystallization

  [metals removal] 

[finish HDM,
initiate HDS]

[finish HDS]

Mo/alumina
large pore

CoMo/alumina
medium pore

CoMo/alumina
small pore

Fig. 9. Staged reactor system with decreasing pore size strategy for HDM/HDS of
residues (224).
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of metal oxides, sulfides, and supports. Of course, one approach to lowering reac-
tion temperature is to maximize activity and surface area of the active catalytic
phase.

Although temperature is the most important variable in the sintering pro-
cess, differences in reaction atmosphere can also influence the rate of sintering.
Water vapor in particular accelerates the crystallization and structural modifica-
tion of oxide supports. Accordingly, it is vital to minimize the concentration of
water vapor in high temperature reactions on catalysts containing high surface
area supports.

Besides lowering temperature and minimizing water vapor, it is possible to
lower sintering rates through addition of thermal stabilizers to the catalyst. For
example, the addition of higher melting noble metals (such as rhodium or ruthe-
nium) to a base metal (such as nickel) increases the thermal stability of the base
metal (253). Addition of Ba, Zn, La, Si, and Mn oxide promoters improves the
thermal stability of alumina (254).

Designing thermally stable catalysts is a particular challenge in high tem-
perature reactions such as automotive emissions control, ammonia oxidation,
steam reforming, and catalytic combustion. The development of thermally stable
automotive catalysts has received considerable attention, thus providing a
wealth of scientific and technological information on catalyst design (eg, Refs. 8
and 225–232). The basic design principles are relatively simple: (1) utilize
thermally and hydrothermally stable supports, eg, high-temperature d- or y-alu-
minas or alkaline-earth or rare-earth oxides that form ultrastable spinels with g-
alumina; (2) use PdO rather than Pt or Pt–Rh for high temperature converters,
since PdO is considerably more thermally stable in an oxidizing atmosphere
because of its strong interaction with oxide supports; and (3) use multilayer stra-
tegies and/or diffusion barriers to prevent thermally induced solid-state reac-
tions (eg, formation of Rh aluminate) and to moderate the rate of highly
exothermic CO and hydrocarbon oxidations. For example, a typical three-way
automotive catalyst may contain alkaline-earth metal oxides (eg, BaO) and
rare-earth oxides (eg, La2O3 and CeO2) for stabilizing Pt and/or PdO on alumina
and ZrO2 as a thermal stabilizer for the CeO2, an oxygen storage material, and as
a noninteracting support for Rh in a separate layer or in a separate phase in a
composite layer.

4.6. Prevention of Mechanical Degradation. While relatively few
studies have focused on this topic, there are nevertheless principles that guide
the design of processes and catalysts in preventing or minimizing mechanical
degradation. In terms of catalyst design it is important to (1) choose supports,
support additives, and coatings that have high fracture toughness, (2) use pre-
paration methods that favor strong bonding of primary particles and agglo-
merates in pellets and monolith coatings, (3) minimize (or rather optimize)
porosity (thus maximizing density), and (4) use binders such as carbon to facil-
itate plastic deformation and thus protect against brittle fracture. Processes (and
to some extent preparation procedures) should be designed to minimize (1) highly
turbulent shear flows or cavitation that lead to fracture of particles or separation
of coatings, (2) large thermal gradients or thermal cycling leading to thermal
stresses, and (3) formation of chemical phases of substantially different densities
or formation of carbon filaments leading to fracture of primary particles and
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agglomerates. Nevertheless, thermal or chemical tempering can be used in a con-
trolled fashion to strengthen catalyst particles or agglomerates.

Examples of catalyst design to minimize attrition can be found in the recent
scientific (239,240) and patent (241–244) literature focusing on the Fischer–
Tropsch synthesis in slurry reactors. These studies indicate that (1) spray drying
of particles improves their density and attrition resistance; (2) addition of silica
and/or alumina into titania improves its attrition resistance, while addition of
only 2000–3000 ppm of titania to g-alumina improves alumina’s attrition resis-
tance; and (3) preformed alumina spheres promoted with La2O3 provide greater
attrition resistance relative to silica. Increasing attrition resistance is apparently
correlated with increasing density (239,240,244). According to Singleton and co-
workers (244), attrition resistance of Co/Al2O3 is improved when the g-alumina
support is (1) formed from synthetic boehmite having a crystallite diameter of
4–5 nm and (2) pretreated in acidic solution having a pH of 1–3; moreover,
attrition resistance decreases in the order Co/Al2O3, Co/SiO2, Co/TiO2 and is
greater for catalyst prepared by aqueous versus nonaqueous impregnation.

5. Regeneration of Deactivated Catalysts

Despite our best efforts to prevent it, the loss of catalytic activity in most pro-
cesses is inevitable. When the activity has declined to a critical level, a choice
must be made among four alternatives: (1) restore the activity of the catalyst,
(2) use it for another application, (3) reclaim and recycle the important and/or
expensive catalytic components, or (4) discard the catalyst. The first alternative
(regeneration and reuse) is almost always preferred; catalyst disposal is usually
the last resort especially in view of environmental considerations.

The ability to reactivate a catalyst depends upon the reversibility of the
deactivation process. For example, carbon and coke formation is relatively easily
reversed through gasification with hydrogen, water, or oxygen. Sintering on the
other hand is generally irreversible, although metal redispersion is possible
under certain conditions in selected noble metal systems. Some poisons or fou-
lants can be selectively removed by chemical washing, mechanical treatments,
heat treatments, or oxidation (255,256); others cannot be removed without
further deactivating or destroying the catalyst.

The decision to regenerate/recycle or discard the entire catalyst depends
largely on the rate of deactivation. If deactivation is very rapid, as in the coking
of cracking catalysts, repeated or continuous regeneration becomes an economic
necessity. Precious metals are almost always reclaimed where regeneration is
not possible. Disposal of catalysts containing nonnoble heavy metals (eg, Cr,
Pb, or Sn) is environmentally problematic and should be a last resort; if disposal
is necessary, it must be done with great care, probably at great cost. Accordingly,
a choice to discard depends upon a combination of economic and legal factors
(256). Indeed, because of the scarcity of landfill space and an explosion of envir-
onmental legislation, both of which combine to make waste-disposal prohibitively
expensive, there is a growing trend to regenerate or recycle spent catalysts
(257,258). A sizeable catalyst regeneration industry benefits petroleum refiners
by helping to control catalyst costs and limiting liabilities (259,260); it provides
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for ex situ regeneration of catalyst and recovery/recycling of metals, eg, of cobalt,
molybdenum, nickel, and vanadium from hydroprocessing catalysts (257).

Consistent with its importance the scientific literature treating catalyst
regeneration is significant and growing (includes several hundred journal arti-
cles since 1990), (eg. refs. 256,261–263).

The patent literature treating catalyst regeneration/reactivation is enor-
mous (more than 2000 patents); the largest fraction of this literature describes
processes for regeneration of catalysts in three important petroleum refining pro-
cesses, FCC, catalytic hydrocarbon reforming, and alkylation. However, a signif-
icant number of patents also claim methods for regenerating absorbents and
catalysts used in aromatization, oligomerization, catalytic combustion, SCR of
NO, hydrocracking, hydrotreating, halogenation, hydrogenation, isomerization,
partial oxidation of hydrocarbons, carbonylations, hydroformylation, dehydro-
genation, dewaxing, Fisher–Tropsch synthesis, steam reforming, and polymeri-
zation.

Conventional methods for regenerating (largely in situ) coked, fouled, poi-
soned, and/or sintered catalysts in some of these processes and representative
examples thereof (264–296) are summarized in Table 17, while the basic princi-
ples and limitations involved in regeneration of coked, poisoned, and sintered
catalysts are briefly treated in the subsections that follow.

5.1. Regeneration of Catalyst Deactivated by Coke or Carbon.
Carbonaceous deposits can be removed by gasification with O2, H2O, CO2, and
H2. The temperature required to gasify these deposits at a reasonable rate varies
with the type of gas, the structure and reactivity of the carbon or coke, and the
activity of the catalyst. Walker and co-workers (305) reported the following order
for rates of uncatalyzed gasification at 10 kN/m3 and 8008C (relative rates in
parenthesis): O2 (105) >H2O (3) > CO2 (1) >H2 (3� 10�3). However, this activity
pattern does not apply in general for other conditions and for catalyzed reactions
(1). Nevertheless, the order of decreasing reaction rate of O2 > H2O > H2 can be
generalized.

Rates of gasification of coke or carbon are greatly accelerated by the same
metal or metal oxide catalysts upon which carbon or coke deposits.

Because catalyzed removal of carbon with oxygen is generally very rapid at
moderate temperatures (eg, 400–6008C), industrial processes typically regener-
ate catalysts deactivated by carbon or coke in air. Indeed, air regeneration is
used to remove coke from catalysts in catalytic cracking (64), hydrotreating pro-
cesses (261), and catalytic reforming (262).

One of the key problems in air regeneration is avoiding hot spots or over-
temperatures which could further deactivate the catalyst. The combustion pro-
cess is typically controlled by initially feeding low concentrations of air and by
increasing oxygen concentration with increasing carbon conversion (261,306);
nitrogen gas can be used as a diluent in laboratory-scale tests while steam is
used as a diluent in full-scale plant operations (306). For example, in the regen-
eration of hydrotreating catalysts McCulloch (261) recommends keeping the tem-
perature at less than 4508C to avoid the g- to a-alumina conversion, MoO3

sublimation, and cobalt or nickel aluminate formation, which occur at 815,
700, and 500–6008C respectively.
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Table 17. Conventional Methods for and Representative Examples of Catalyst Regeneration from Scientific and Patent Literatures

Deactivation mechanism/
reaction/catalyst Problem/cause Method(s) of regeneration/phenomena studied/conclusions Refs.

Deactivation by coke, carbon
alkene aromatization
oligomerization/zeolites,
esp. ZSM-5, -22, -23,
beta-zeolite, ferrierite

catalyst fouling by condensa-
tion of heavy oligomers to
coke

(1) ZSM-5 catalyst for light olefin oligomerization containing 2–3%
coke is treated in 8–10% steam/air mixture (1300 kPa, 938C inlet)
in a fluidized bed (2) a coked crystalline alumogallosilicate is con-
tacted with oxygen at a concentration of 0.05–10 vol%, 420–
5808C, and 300–4000 h�1

264,265

alkylation of isoparaffins on
solid catalysts/sulfated
zirconia, USYa, Nafion,
silicalite, ZSM-5

rapid catalyst deactivation
due to coke formation;
unacceptable product qual-
ity, and thermal degrada-
tion of catalyst during
regeneration

(1) coked zeolite is regenerated in liquid phase (P > 3500 kPa) fluid
bed with H2 in two steps: (a)at reaction temperature (20–508C)
and (b)at 258C above reaction temperature (2) coked Pd- and Pt/Y-
zeolite catalysts containing 10–13%cokeare regenerated in either
air or H2; H2 treatment enables removal of most of the coke at low-
moderate temperatures; higher temperatures are required for air

266,267

catalytic reforming of naphtha/
Pt/Al2O3 promoted with Re,
Sn, Ge, or Ir

poisoning and fouling by coke
produced by condensation
of aromatics and olefins

(1) coke onPtbimetallic reforming catalyst is removedoff-stream ina
moving bed at 300–6008C, followed by oxychlorination (350–
5508C) (2) coke on Pt/zeolite is removed in halogen-free oxygen-
containing gas at T< 4158C (3) sintering during oxidation of coke
on Pt–Ir/Al2O3 catalyst can be minimized at low regeneration
temperature (4) study of influence of heating rate, temperature,
and time on structural properties of regenerated Pt–Sn/Al2O3

(5) study of effects of Cl, Sn content, and regeneration sequence on
dispersion and selectivity of Pt–Sn/Al2O3 (6) regenerated Pt–Re/
Al2O3 is more stable that the fresh catalyst in n-heptane conver-
sion and more selective for toluene

268–273

dehydrogenation of propane
and butane/Cr2O3/Al2O3,
Cr2O3/ZrO2, FeO/K/MgO,
Pt/Al2O3, Pt–Sn/Al2O3,
Pt–Sn/KL-zeolite

catalyst activity is low owing
to equilibrium limitations
and build-up of product H2;
rapid loss of activity occurs
owing to coke formation

(1) temperatures gradients were measured during burn off of coke
formed on a chromia–alumina catalyst during butene dehydro-
genation; data were used in developing a mathematical model for
predicting temperatures and coke profiles (2) coked supported
palladium catalyst used in the dehydrogenation of dimethylter-
trahydronaphthalenes to dimethylnaphthalenes is reactivated
with an organic polar solvent at a temperature below 2008C

275,275
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Fischer–Tropsch synthesis/
Co/Al2O3

loss of activity due to blocking
of sites by carbonoverlayers
and heavy hydrocarbons

(1) carbidic surface carbon deposited on cobalt can be largely
removed in hydrogen at 170–2008Cand in steamat 300–4008C (2)
slurry-phase cobalt catalysts may lose 50% activity during
synthesis over a period of a few days; the activity can be rejuve-
nated in situ by injectingH2 gas into vertical draft tubes inside the
reactor

276,277

fluid catalytic cracking (FCC)
of heavy hydrocarbons/USY
or REO-Yb in silica matrix

rapid loss of activity due to
poisoning of acid sites and
blocking of small zeolite
pores by coke

(1) process and apparatus for increasing the coke burning capacity of
FCC regenerators; auxiliary regenerator partially burns off the
coke at turbulent or fast fluidized-bed conditions (2) multistage
fluidized-bed regeneration of spent FCC catalyst in a single vessel
by incorporating two relatively dense phasefluidized bedsbeneath
a common dilute phase region

278,279

hydrocracking of heavy
naphtha/CoMo, NiW, MoW
on Al2O3 or SiO2–Al2O3; Pt
or Pd on Y-zeolite, morde-
nite, or ZSM-5

loss of activity due to poison-
ing of acid sites and block-
ing of small zeolite pores by
coke

(1) regeneration of noble metal/zeolite via progressive partial
removal of carbonaceous deposits under controlled oxidizing con-
ditions tomaximize sorption of a probemolecule whileminimizing
metal sintering (2) regeneration of noble metal/zeolite in air at
about 6008C, followed by amild treatment in aqueous ammonia to
improve catalytic activity

280,281

hydrotreating of gas oil loss of activity due to forma-
tion of types I, II, and III
coke on metal sulfide and
alumina surfaces and in
pores

(1) TPO studies of oxidative regeneration of CoMo and NiW HDS
catalysts; sulfur is removed at 225–3258C, carbon at 375–5758C.
Redispersion of NiWwas observed by EXAFS (2) physicochemical
changes in CoMo and NiCoMo HDS catalysts during oxidative
regeneration, including redispersion of Co, Ni, and Mo oxides and
surface area loss, were examined (3) changes in NiMo catalyst
structure and coke composition during reaction and regeneration
were examined and correlated (4) properties of NiMo catalyst
deactivated during shale oil hydrogenation and regenerated in O2

or H2 were examined. regeneration in 1.6% O2 was more effective
than that in 5% H2. Ni aluminate spinel was observed after burn
off (5) hard and soft cokes formed onCoMo catalysts duringHDSof
gas oil were characterized. At low coke levels, hard coke was more
easily removed inH2 than inO2 (6) spent catalysts arewashedwith
solvent and contacted with steam at about 6008C

282,283,
297–300
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methanol to olefins or gasoline/
silica–alumina, Y-zeolite,
ZSM-5, other zeolites, and
aluminophosphate
molecular sieves

severe coking and deactiva-
tion of silica–alumina and
Y-zeolite catalysts observed
during high conversions of
methanol, also substantial
coking of ZSM-5, other
zeolites, and aluminopho-
sphate molecular sieves

(1) kinetics of coke burnoff from a SAPO-34 used in converting
methanol to olefins were studied; kinetics are strongly dependent
on the nature of the coke. Kinetics are slowed by strong binding of
coke to acid sites (2) ZSM-34 catalyst used in conversion of
methanol to light olefins is effectively regenerated in H2-contain-
ing gas; this approach avoids the formation of catalyst-damaging
products such as steam thatwould be formed during burn off in air

284,285

Poisoning
FCC of residues/USY or
REO-Y in silica matrix

(1) poisoning of acid sites by
N- containing compounds.
(2) deposition of Ni and V
metals on acid sites which
change selectivity and
decrease activity

(1) organometallic solutions of Sb and Bi are added to process steam
to passivate Ni by forming inactive Ni–Sb andNi–Bi species (2) V
metal deposits are trapped by reaction with magnesium orthosi-
licate to form an unreactive magnesium vanadium silicate (3)
spentmetal-contaminated catalyst is demetallized by chlorinating
and washing followed by contacting with NH4F and one antimony
compound (4) metal-contaminated catalyst is contacted with an
aqueous solution of a carboxylic acid (eg, formic, acetic, citric, or
lactic acid) (5) metal-contaminated catalyst is contacted withHCl,
HNO3, orH2SO4 (6)metal contaminated catalyst is contactedwith
reducing CO gas to form gaseous metal carbonyls that separated
from the catalyst

284,285,
301–304

hydrogenation or
dechlorination

poisoning of metal sites by
arsenic, sulfur, and other
poisons

(1) regeneration of Ni/SiO2 catalyst poisoned by thiophene using a
sequence of oxidation–reduction treatments at lowPO2 and 1 atm
H2 respectively (2) regeneration indilute hypochlorite solution of a
Pd/Al2O3 catalyst deactivated during the aqueous-phase dechlor-
ination of trichloroethylene in the presence of sulfite or HS� ions
present in ground water

288,289

hydrotreating of residues/
Al2O3-supported Mo and
CoMo

pore-mouth poisoning and
blockage by Ni, V, and Fe
sulfides present in feed as
organometallics

(1) regeneration of catalysts containing V, Ni, or Fe by contacting
with H2O2 solution and organic acid (2) following removal of coke
by air or solventwash, catalyst is acid leached to removeundesired
metals

290,291
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Thermal degradation
Catalytic reforming of
naphtha/Pt/Al2O3 promoted
with Re, Sn, Ge, or Ir; Pt/
KL-zeolite

sintering of Pt causing
formation of large metal
crystallites crystals and
loss of active surface area

(1) redispersion of Pt–Ir bimetallic catalysts using a wet HCl/air
treatment, since the conventional oxychlorination is not effective
(2) redispersion of Pt/KL-zeolite using wet HCl/air treatment fol-
lowed by brief calcination and reduction (3) redispersion of Pt–Re/
Al2O3 in Cl2 and O2 (4) redispersion of supported Pt, other noble
metals, and Ni in Cl2 and O2

270,273,
292,293

hydrocracking of heavy
naphtha/CoMo, NiW, MoW
on Al2O3 or SiO2–Al2O3;
Pt or Pd on Y-zeolite,
mordenite, or ZSM-5

sintering of noble metal caus-
ing formation of largemetal
crystallites crystals and
loss of active surface area

redispersion of noble metals on molecular sieves including
silica-aluminates, ALPOS, SAPOS

294

hydrotreating of gas oil and
residues/Al2O3-supported
Mo and CoMo

sintering of Mo and Co sul-
fides causing formation of
large sulfide crystals and
loss of active surface area

(1) oxidative regeneration of hydroprocessing catalyst at 6008C
optimizes surface area and Mo dispersion (2) oxidative regenera-
tion in several steps with a final oxidation at 500–6008C to restore
residual catalyst activity

295,296

aUSY: ultrastable Y-zeolite.bREO-Y: rare-earth exchanged Y-zeolite.

Table 17 (Continued)

Deactivation mechanism/
reaction/catalyst Problem/cause Method(s) of regeneration/phenomena studied/conclusions Refs.
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Because coke burn-off is a rapid, exothermic process, the reaction rate is con-
trolled to a large extent by film heat and mass transfer. Accordingly, burn-off
occurs initially at the exterior surface and then progresses inward with the reac-
tion occurring mainly in a shrinking shell consistent with a ‘‘shell-progressive’’ or
‘‘shrinking-core’’ model (307); as part of this same work, Richardson (307) showed
how experimental burn-off rate data can be fitted to various coking transport
models, eg, parallel or series fouling. Burn-off rates for coke deposited on SiO2/
Al2O3 catalysts were reported by Weisz and Goodwin (308); burning rate was
found to be independent of initial coke level, coke type, and source of catalyst.

5.2. Regeneration of Poisoned Catalysts. Much of the previous lit-
erature has focused on regeneration of sulfur-poisoned catalysts used in hydro-
genations and steam reforming. Studies of regeneration of sulfur-poisoned Ni,
Cu, Pt, and Mo with oxygen/air, steam, hydrogen, and inorganic oxidizing agents
have been reported (27). Rostrup-Nielsen (309) indicates that up to 80% removal
of surface sulfur from Mg- and Ca-promoted Ni, steam reforming catalysts occurs
at 7008C in steam. The presence of both SO2 and H2S in the gaseous effluent sug-
gests that the following reactions occur:

Ni� SþH2O ! NiOþH2S ð5Þ

H2Sþ 2 H2O ! SO2 þ 3 H2 ð6Þ

Although this treatment is partially successful in the case of low-surface-
area steam reforming catalysts, the high temperatures required for these reac-
tions would cause sintering of most high-surface-area nickel catalysts.

Regeneration of sulfur-poisoned catalysts, particularly base metal cata-
lysts, in air or oxygen has been largely unsuccessful. For example, the treatment
of nickel steam-reforming catalysts in steam and air results in the formation of
sulfates, which are subsequently reduced back to nickel sulfide upon contact with
hydrogen. Nevertheless, sulfur can be removed as SO2 at very low oxygen partial
pressures, suggesting that regeneration is possible under carefully controlled
oxygen or species such as CO2 or NO that dissociate to oxygen. Apparently, at
low oxygen pressures the oxidation of sulfur to SO2 occurs more rapidly than
the formation of nickel oxide while at atmospheric pressure the converse is
true, ie, the sulfur or sulfate layer is rapidly buried in a nickel oxide layer. In
the latter circumstance, the sulfur atoms diffuse to the nickel surface during
reduction, thereby restoring the poisoned surface. Regeneration of sulfur-
poisoned noble metals in air is more easily accomplished than with steam,
although it is frequently attended by sintering. Regeneration of sulfur-poisoned
nickel catalysts using hydrogen is impractical because (1) adsorption of sulfur is
reversible only at high temperatures at which sintering rates are also high, and
(2) rates of removal of sulfur in H2 as H2S are slow even at high temperature.

Inorganic oxidizing agents such as KMnO4 can be used to oxidize liquid
phase or adsorbed sulfur to sulfites or sulfates (16). These electronically shielded
structures are less toxic than the unshielded sulfides. This approach has some-
what limited application, ie, in partial regeneration of metal catalysts used in
low temperature liquid-phase hydrogenation reactions or in liquid-phase
destruction of chlorinated organic compounds. For example, Lowrey and
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Reinhard (289) reported successful regeneration in dilute hypochlorite solution
of a Pd/Al2O3 catalyst deactivated during the aqueous-phase dechlorination of
trichloroethylene (TCE) in the presence of sulfite or HS� ions. These poisons
are formed by sulfate-reducing bacteria present in natural groundwater and
are apparently adsorbed on the alumina or Pd surfaces more strongly than
sulfate ions.

5.3. Redispersion of Sintered Catalysts. During catalytic reforming
of hydrocarbons on platinum-containing catalysts, growth of 1-nm platinum
metal clusters to 5–20-nm crystallites occurs. An important part of the catalyst
regeneration procedure is the redispersion of the platinum phase by a high tem-
perature treatment in oxygen and chlorine, generally referred to as ‘‘oxychlorina-
tion.’’ A typical oxychlorination treatment involves exposure of the catalyst to
HCl or CCl4 at 450–5508C in 2–10% oxygen for a period of 1–4 h (see details
in Table 18). During coke burning some redispersion occurs, eg, D increases
from 0.25 to 0.51, while during oxychlorination the dispersion is further
increased, eg, from 0.51 to 0.81 (262).

Some guidelines and principles regarding the redispersion process are
worth enumerating:

1. In cases involving a high degree of Pt sintering or poisoning, special regen-
eration procedures may be required. If large crystallites have been formed,
several successive oxychlorinations are performed (262).

2. Introducing oxygen into reactors in parallel rather than in series results in
a significant decrease in regeneration time (84).

3. Introduction of hydrocarbons present in the reactor recycle after regenera-
tion is said to stabilize the catalyst; solvents such as ammonium acetate,
dilute nitric acid containing lead nitrate, EDTA and its diammonium salt
are reported to dissolve out metal aggregates without leaching out the dis-
persed metal (84).

4. The procedures for redispersion of Pt/alumina are not necessarily applic-
able to Pt on other supports or to other metals. For example, Pt/silica is re-
dispersed at lower temperature and higher Cl2 concentration (150–2008C

Table 18. Typical Regeneration Procedure for Reforming Catalystsa

1. Preliminary operations:

cool the catalyst to about 2008C and strip hydrocarbons and H2 with N2

2. Elimination of coke by combustion:
inject dilute air (0.5% O2) at 3808C and gradually increase oxygen content to about 2% by volume
while maintaining temperature below 450–5008C to prevent further sintering of the catalyst. To
prevent excessive leaching of Cl2, HCl or CCl4 may be injected during the combustion step

3. Restoration of catalyst acidity:
Restoration of acidity occurs at 5008C by injection of a chlorinated
compound in the presence of 100–200 ppm water in air

4. Redispersion of the metallic phase:
expose the catalyst to a few Torr of HCl or CCl4 in 2–10% O2 in N2 at 510–5308C for a period of
about 4 h. After redispersion, O2 is purged from the unit and the catalyst is reduced in H2

aRef. 261 and 262.
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and 25% Cl2). Pd/alumina can be redispersed in pure O2 at 5008C. While
Pt–Re/alumina is readily redispersed by oxychlorination at 5008C, Pt–Ir/
alumina is not redispersed in the presence of O2 unless the catalyst is pre-
treated with HCl (270).

An extensive scientific and patent literature of redisperson describes the
use of chlorine, oxygen, nitric oxide, and hydrogen as agents for redispersion
of sintered catalysts. Most of the early literature shows positive effects for chlo-
rine compounds in the presence of oxygen in redispersing alumina-supported
platinum and other noble metals. Recent literature demonstrates the need for
understanding the detailed surface chemistry in order to successfully develop
and improve redispersion processes, especially in more complex catalyst sys-
tems such as alumina-supported bimetallics. For example, on the basis of a
fundamental study of the redispersion surface chemistry, Fung (270) devel-
oped a redispersion procedure for Pt–Ir bimetallic catalysts using a wet HCl/
air treatment, since the conventional oxychlorination is not effective for this
catalyst.

Redispersion of alumina-supported platinum and iridium crystallites is also
possible in a chlorine-free oxygen atmosphere if chlorine is present on the cata-
lyst. The extent of redispersion depends on the properties of the Pt/Al2O3 catalyst
and temperature. The question whether redispersion of platinum occurs only in
oxygen without chlorine present on the catalyst remains controversial.

Two models, ‘‘the thermodynamic redispersion model’’ and ‘‘the crystallite
splitting model,’’ have been advanced to explain the redispersion in oxygen
(84,85,310). The ‘‘thermodynamic’’ redispersion model hypothesizes the forma-
tion of metal oxide molecules that detach from the crystallite, migrate to active
sites on the support, and form surface complexes with the support. Upon subse-
quent reduction, the metal oxide complexes form monodisperse metal clusters. In
the ‘‘crystallite splitting’’ model, exposure of a platinum crystallite to oxygen at
5008C leads to formation of a platinum oxide scale on the outer surface of the
crystallite, which stresses and ultimately leads to splitting of the particle
(310). Dadyburjor hypothesizes that the crystallite splitting model is most applic-
able to the behavior of large crystallites and to all particles at relatively small
regeneration times while the thermodynamic migration model is useful for
small particles and most particles after longer regeneration times.

6. Summary and Perspective

6.1. Summary

1. The causes of deactivation are basically of three kinds: chemical, mechan-
ical, and thermal. The five intrinsic mechanisms of catalyst decay, (a) poi-
soning, (b) fouling, (c) thermal degradation, (d) chemical degradation, and
(e) mechanical failure, vary in their reversibility and rates of occurrence.
Poisoning and thermal degradation are generally slow, irreversible pro-
cesses while fouling with coke and carbon is generally rapid and reversible
by regeneration with O2 or H2.
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2. Catalyst deactivation is more easily prevented than cured. Poisoning by im-
purities can be prevented through careful purification of reactants. Carbon
deposition and coking can be prevented by minimizing the formation of car-
bon or coke precursors through gasification, careful design of catalysts and
process conditions, and by controlling reaction rate regimes, eg, mass
transfer regimes, to minimize effects of carbon and coke formation on activ-
ity. Sintering is best avoided by minimizing and controlling the tempera-
ture of reaction.

3. Prevention and monitoring are important engineering principles in ‘‘stan-
dard of care’’ practice. The prevention of catalyst decay is important in
every aspect of a process including design, construction, operation, and re-
generation. Careful monitoring of process variables is a necessity in under-
standing and preventing catalyst decay problems of either a slow or a
catastrophic nature.

4. The optimization of a catalytic process considers optimum operation and re-
generation policies subject to constraints of catalyst cost, operation cost, re-
generation cost, and product value. The optimum operating policy
maximizes the rate of formation of product during the operating period.

5. Catalyst deactivation kinetics for reactions involving relatively slow deac-
tivation can be experimentally determined using a laboratory fixed-bed,
mixed-fluid (CSTR) reactor. Reactors and processes involving a slowly de-
activating catalyst can be designed using relatively simple numerical ana-
lysis of the design equations and a pseudo-steady-state approximation for
the main reaction.

6. Modeling and experimental assessment of deactivation processes are useful
in providing (a) accelerated simulations of industrial processes, (b) predic-
tive insights into effects of changing process variables on activity, selectiv-
ity, and life, (c) estimates of kinetic parameters needed for design and
modeling, (d) estimates of size and cost for scale-up of a process, and
(e) a better understanding of the basic decay mechanisms. It is now possible
to develop realistic mathematical models of most catalytic processes, which
can be used in conjunction with short-term experimental tests to accurately
predict catalyst life in a commercial unit. Proper application of this ap-
proach could save companies millions of dollars by alleviating the need
for long-term deactivation tests and/or premature shutdown. For details
on this aspect of assessment, refer to the expanded version of this article
published in the Encyclopedia of Catalysis (78,311).

6.2. Perspectives and Trends. Research and development activities
in the area of catalyst deactivation have grown steadily in the past three
decades. Catalyst deactivation symposia are held annually as part of national
meetings of chemical engineering and chemical societies in the United States
and Europe. The rising quality of work presented at the international sympo-
sium on catalyst deactivation, held every four years, is evident. In view of the
importance of deactivation problems in industrial processes, this trend will
most probably continue.
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Several other trends are evident:

1. The increasing use of more sophisticated analytical tools to investigate the
chemistry and mechanisms of deactivation. Surface science tools such as
AES, quantitative HRTEM, XPS, and STM are now routinely applied to in-
vestigate deactivation mechanisms at very fundamental levels.

2. The increasing development of more sophisticated models of deactivation
processes.

These trends are also likely to continue. Moreover, the combination of more
sophisticated methods and models will hasten the practical application of models
for predicting catalyst/process life. This is already happening in selected compa-
nies. For example, for more than a decade now operators at Phillips Petroleum
Co. have been using deactivation models (developed at their corporate research)
in their refineries to predict when shutdown will be necessary. One of these
models enables them to predict accurately the lifetime of hydrotreating catalysts
on the basis of catalyst and feedstock properties.

6.3. Future Needs. Collection of Data. It is evident from careful
examination of the literature that few deactivation rate data are available for
even the most important large-scale catalytic systems. Accordingly, there is a cri-
tical need for collection of such data at the laboratory, bench, and plant scale.
There is much that could be done with good data. Sophisticated analytical
tools and well-designed reactors are available at most companies for collecting
and analyzing such data. The field is ripe and ready to harvest. The wise will
seize these opportunities.

Data Analysis and Model Development. Much of the previously collected
data were analyzed using outdated methods. There is much that could be learned
by reanalyzing some of these data using new approaches such as the GPLE and
microkinetic modeling. Critical reviews that include collections of carefully
selected rate and kinetic data would constitute important contributions to scien-
tific knowledge and technological development. The incorporation of these data
into models would enable more sophisticated design of catalysts, reactors, and
processes.
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